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 Improvement in air quality in urban areas like Central Jakarta is a big challenge 

due to high activities of transport, industry, and dense population. This study 

aims to predict PM2.5 concentrations by utilising the XGBoost algorithm 

based on temperature data as the main variable. The data was taken from 

Kemayoran, Central Jakarta, with an observation time span from 01 January 

2017 to 12 February 2017. XGBoost was chosen due to the non-linear and 

complex nature of the data. Based on the results of the test, it shows that the 

model performance is far from improved, characterized by a high Mean 

Squared Error (MSE) value and a small R² score. These performance 

limitations are driven by the small amount of data and the absence of other 

supporting variables such as air humidity, wind speed, and rainfall. The high 

PM2.5 concentration was contributed by the research location in Kemayoran, 

one of the most densely populated areas with high industrial activity and fossil-

fuelled transport. This study provides evidence to support the addition of 

supporting variables and the extension of the observation time span to enhance 

model accuracy. Therefore, the XGBoost algorithm can be used as a promising 

solution for air quality prediction in urban cities where air pollution has 

reached its peak. 
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1. INTRODUCTION  

As it is one of the most populated cities in Indonesia, Central Jakarta has been facing serious problems 

in terms of air quality [1]. High levels of air pollution are caused by transport areas, urbanisation patterns, and 

geographical features [2]. One of the main components of air pollution that has a direct adverse impact on 

public health is particulates (PM 2.5). PM2.5 can penetrate the human respiratory system and cause respiratory 

tract irritation and chronic diseases. 

In recent years, machine learning approaches have become a promising solution for modelling complex 

relationships [3]. One of the widely used algorithms is Extreme Gradient Boosting (XGBoost), which is known 

for its ability to handle data with non-linear relationships and capture patterns that are difficult to detect by 

traditional methods [4]. 

However, studies in the Jakarta area, especially in Central Jakarta, are scarce. Most studies are limited 

to static or linear regression analyses, which often fail to capture the complex interactions between 

environmental factors and PM2.5 concentrations [5]. This gap is what this study attempts to fill by using a 

more advanced machine learning algorithm, namely XGBoost, to analyse and predict PM2.5 concentrations 

using Central Jakarta temperature data [4]. 
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This research aims to develop a prediction model for PM2.5 concentrations based on temperature data 

using the XGBoost algorithm [6]. This research uses data from OneAQ for PM2.5 concentration and BMKG 

for temperature data in the Central Jakarta area [7]. The main contributions of this research are: 

• Determine the relationship pattern between air temperature and PM2.5 concentration in Central 

Jakarta. 

• Develop a machine learning-based prediction model using XGBoost to model the relationship. 

• Evaluate model performance using metrics such as Mean Squared Error (MSE) and R-squared (R²). 

• Provide insights into the limitations of the data and model, as well as recommendations for future 

research. 

This research is expected to contribute to the development of a more accurate air quality prediction 

system, so that it can support air pollution mitigation efforts in urban areas. 

2. RESEARCH METHOD  

To analyse the relationship between air temperature and PM2.5 concentration in the Central Jakarta 

area, this study uses machine learning methods [8]. To generate the prediction model, the algorithm used is 

XGBoost, which has been selected for its reliability in modelling non-linear patterns and proven performance 

in several prediction studies [9]. The data used includes PM2.5 concentrations from the OneAQ platform and 

temperature data from the BMKG database [10]. 

The methodological process used in this research is as follows: 

A. Data Collection 

To analyse the data, this study used two main sources. Data on PM2.5 concentrations were taken from 

the OneAQ platform, which provides real-time air quality measurements. This information includes daily 

PM2.5 concentrations in units of micrograms per cubic metre (μg/m3) in the Central Jakarta area. For now, 

information on air temperature is collected from the BMKG (Badan Meteorologi, Klimatologi, dan 

Geofisika) database [11][12]. This includes daily average data in degrees Celsius. These two data sources 

were deemed suitable for conducting analyses on how air quality in the area correlates with meteorological 

parameters. The data was taken with a time span from 1 January 2017 to 12 February 2017. 

B. Data Processing 
To ensure that the data from both sources could be used effectively in the analyses, processing steps 

were undertaken [13]. The first step was data cleansing. This means that empty data or invalid values such 

as -999 are removed. To ensure efficiency and flexibility in handling various data formats, this cleaning 

process was performed using Python. Next, an interpolation method was used to fill the data gaps from the 

14th to the 16th. Simple linear interpolation was used to fill these gaps, which can be calculated using the 

following formula [14]: 

𝑦 = 𝑦0 +
(𝑥 − 𝑥0)

(𝑥1 − 𝑥0)
(𝑦1 − 𝑦0) 

Where y0 and y1 are the known data values at points x0 and x1 and x is the missing data point. 

After interpolation, data from both sources were combined in a uniform time format (datetime) with daily 

resolution. In addition, data transformation is performed to add new features such as year, month, and day 

columns, which allow for the analysis of seasonal patterns. If required, normalisation is used to scale the 

variables and improve the performance of the machine learning model. 

C. Model Evaluation 

The performance of the XGBoost model is evaluated using statistical metrics, such as Mean Squared 

Error (MSE) to measure the average squared error between predicted and actual values, and R-squared (R²) 

to assess the extent to which the model is able to explain data variability[15]. In addition to quantitative 

evaluation, the predicted results are compared with the actual data through scatter plot visualisation[16]. This 

visualisation helps to understand the fit of the model to the actual data and gives an idea of the accuracy of 

the predictions[17]. 

D. Corelation Analysis 

To evaluate the performance of the XGBoost model, statistical metrics such as Mean Squared Error 

(MSE) are used to measure the average squared error between predicted and actual values, and R-squared 

(R2). In addition to quantitative evaluation, the predicted results are compared with the actual data through 

scatter plot visualisation. This visualisation helps to understand the fit of the model to the actual data and 

gives an idea of the level of fit. 

(1) 
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E. Limitation of the Study 

There are several limitations in this study that need to be noted. First and foremost, the temperature data 

used only looked at average temperature variables and did not include environmental factors such as wind 

speed, humidity or air pressure, all of which can affect PM2.5 concentrations [18]. Secondly, as the PM2.5 

data from OneAQ is only a localised measurement, it may not reflect spatial variations across the whole of 

Central Jakarta. Lastly, the amount of data available is very limited, which may affect the reliability [19]. 

However, the results of this study are expected to provide important information on how air temperature and 

air quality in central Jakarta correlate with each other [20]. This can be achieved due to the systematic use of 

the research methodology. 

3. RESULT AND DISCUSSION  

This study uses the XGBoost model to analyse the relationship between air temperature and PM2.5 

concentration in Central Jakarta. To understand the data patterns, various visualisations were used to assess the 

model performance and compare the predicted and actual values. 

A. Data Collection 

To explore the relationship between air temperature and PM2.5 concentration, a correlation analysis 

was conducted, which was also visualised as a scatter plot. The scatter plot results show the variation between 

temperature and air pollution levels. The correlation value between temperature and PM2.5 was calculated 

using the Pearson correlation coefficient. Based on the results of the analysis, a correlation value was obtained 

that illustrates how much the relationship between these two variables is. 

 
Figure 1. Scatter Plot Temperature with PM2.5 

 

Above is the scatter plot graph showing the relationship between temperature and PM2.5 concentration 

by the nature of the data analyzed. The horizontal axis (x-axis) represents the temperature, ranging from 26 

to 30 degrees Celsius, while the vertical axis (y-axis) represents the PM2.5 concentration, ranging from 10 

to 30 µg/m³. This data is visualized in color, where bluer colors represent low PM2.5 concentrations and 

redder colors represent high PM2.5 concentrations. 

This plot shows that there is large variation in PM2.5 values at lower temperatures. Values below 28 

degrees Celsius have a wide distribution of low to high PM2.5 concentrations, while above 29 degree Celsius, 

PM2.5 values seem more concentrated around a smaller area and tend to show higher values towards 25 to 

30 µg/m³. 

This pattern gives an indication of the relationship between temperature and PM2.5 distribution, though 

there is not any clear linear relationship from it. The colors used in this plot help identify that PM2.5 values 

vary not only due to temperature but may also be related to other environmental factors which might not be 

directly visible from this graph. 

From this visualization, it can also be noticed that data points with high PM2.5 values (red color) are 

less frequent than those with moderate values (orange to blue color). The diverse distribution of data shows 

that PM2.5 concentrations are not only dependent on temperature but also other factors such as atmospheric 

conditions, local pollution sources, or temporal factors like seasonality. 

It can also be seen from this graph that the color scheme provides further details into the intensity of 

PM2.5 at various temperatures. For instance, in the ambient temperature range of 27 to 28 degrees Celsius, 
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points with variable colors can be seen. These would then mean that such ambient temperatures can support 

variable amounts of PM2.5 build-up in the air under specific conditions. 

 

B. Temperature and PM2.5 Distribution 

To further understand the pattern of distribution of temperature variables and PM2.5 concentrations, a 

probability distribution analysis was done with visualization in Kernel Density Estimation. This is useful in 

showing the distribution of data without assuming any underlying distribution, such as a normal distribution. 

The resultant graphs show information about the density of data over a range of values for both temperature 

and PM2.5. 

As shown in Figure 2, the analysis results show different distributions between the two variables. 

 
Figure 2. Scatter Plot Temperature with PM2.5 

 

This graph below shows that the temperature is centered between 27 and 30 degrees Celsius. The highest 

density of the temperature data is at about 29 degrees Celsius, which means the majority of the temperature 

observations are to be found within this value. This is reflected in the blue coloured graph that shows a very 

sharp peak in distribution, therefore indicating relatively low variation of temperature around its peak value. 

In contrast, the distribution of PM2.5 concentration, represented by the green graph, is more scattered 

compared to temperature. PM2.5 concentration exhibits a much lower density peak, at around 20 µg/m³, with 

a long distribution tail up to higher values. This reflects that PM2.5 is more variable than temperature, 

probably due to a wide variety of environmental factors such as human activities, pollution sources, or other 

meteorological conditions. 

The above difference in the distribution characteristics means that though temperature may have an 

influence on PM2.5, higher variability of PM2.5 than temperature indicates other factors affecting this 

pollutant concentration. 

 

C. XGBoost Prediction Output 

Comparing predicted results with actual values to evaluate model performance is an important step in 

the data analysis process. The aim is to find out how close the model's predictions are to the actual data. 

Scatter plot, which is a commonly used visualisation technique, can show the accuracy and pattern of the 

relationship between the two variables through the distribution of points on the graph. In addition, to evaluate 

the accuracy of the model, evaluation metrics such as R2 Score and Mean Squared Error (MSE) are often 

used. The process of analysing PM2.5 prediction models will be easier to understand with the help of these 

graphs. 
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Figure 3. Comparison between Prediction and Actual of PM2.5 

Above is the scatter plot graph comparing the predicted PM2.5 values on the Y-axis against the actual 

PM2.5 values on the X-axis. Each blue dot in the graph represents a pair of actual and predicted values, where 

the spread of the dots indicates the extent to which the predicted results are close to the actual values. Ideally, 

all points would lie exactly on the red line, which is the ideal line with the equation ????=????, if the 

prediction has high accuracy. However, in this graph, most of the points are not near the ideal line, which 

indicates a large difference or error between the predicted and actual values. 

The red line in the graph serves as the ideal reference with which every perfect prediction shall be 

parallel to the actual value. However, points which are scattered far from the line indicate that the prediction 

model has been unable to provide accurate results. This is supported by the Mean Squared Error value of 

32.76, showing that the average square of the difference between actual and predicted values is huge. This 

value is indicative of the fact that this model has great deviations in its predictions; the greater the MSE, the 

worse the performance of the model. 

Moreover, the obtained value of R2 Score is -0.49, showing extremely poor model performance. The 

negative R2 Score value means that this prediction model is worse than using the average of actual values as 

a prediction. Theoretically, the best value for R2 Score is 1, indicating perfect prediction, while a value of 0 

indicates that the prediction is no better than the average. These are negative values; this itself says that the 

model is unable to capture the pattern present in the data. 

The scatter plot visually distributes the points in an irregular pattern, without following the line of 

ideality. Those above the line indicate overestimation by the model on the actual value, and below the line 

shows the vice-versa scenario. This deviation reflects that the prediction has a large and inconsistent error. 

Therefore, it can be concluded from this graph that the performance of the model in predicting PM2.5 values 

is far from satisfactory and needs further review for improving the accuracy of the prediction 

 

4. CONCLUSION 

It is deduced from the experimental result by using the XGBoost algorithm that this model might be a 

solution to predict the concentration of PM2.5, but the result derived from it is still far from optimal. It shows 

an extremely high value for the Mean Squared Error (MSE) with an R2 score similarly as low. One of the 

primary reasons for low prediction accuracy has to do with limited data on which the research is based, whereas 

it only covers the period from 01 January 2017 to 12 February 2017. This small length of time causes the 

inability of the model to learn more complex and seasonal variation patterns. 

Moreover, other external factors might have influenced the results of the prediction: for example, the 

absence of further parameters within the analysis. Air humidity, temperature, wind speed, or rainfall are some 

of the important factors that greatly influence the PM2.5 concentration and have not been considered in the 

model. The geographical location where the data collection is done also plays an important role, whether it is 

in an urban or rural area. Urban areas, with high population density, industrial activity, and a high number of 

fossil-fuelled vehicles, tend to have higher pollution compared to rural areas. This needs further study in order 

to understand the contribution of the environment to variations in PM2.5 concentrations. 

Some steps for improving the performance of the XGBoost model: increasing the amount of data by 

extending the observation time span so that the seasonal patterns and long-term trends are captured. Adding 

supporting parameters, such as air humidity, temperature, wind speed, rainfall, and industrial and transport 
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activity data to provide a more comprehensive context for the analysis. Thirdly, the study of geographical 

location will be done in order to understand the characteristics of the environment where the data is collected 

and the influence of industrial or transport activities. Fourth, hyperparameter tuning for better performance: 

learning rate, max depth, and n_estimators. 

With these steps, it is expected that the XGBoost model can provide more accurate prediction results, 

have a higher correlation value with actual data, and can be used as a reliable solution in air quality analysis. 
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