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 This study predicts PM2.5 concentrations in Jakarta using the Random Forest 

algorithm with historical air quality data from 2015 to 2024. Hyperparameter 

tuning was performed to optimize model performance, focusing on parameters 

such as n_estimators, max_depth, and min_samples_split. The model achieved 

a Mean Absolute Error (MAE) of 14.44, a Root Mean Square Error (RMSE) 

of 18.75, and an R² Score of 0.61. While the model captured general PM2.5 

fluctuation patterns, deviations at certain points indicate room for 

improvement. Descriptive analysis showed an average PM2.5 concentration 

of 94.46 µg/m³, with peaks up to 209 µg/m³, exceeding healthy air quality 

thresholds. The model can be integrated into real-time monitoring systems and 

support data-driven policies. Future work could incorporate meteorological 

variables and evaluate longer-term trends to enhance accuracy. 
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1. INTRODUCTION 

PM2.5, a fine air particle with a diameter of ≤2.5 μm, is one of the most harmful pollutants to human 

health because its small size allows it to penetrate into the bloodstreams. Long-term exposure to PM2.5 has 

been shown to contribute to cardiovascular disease, chronic respiratory distress, and lung cancer. The WHO 

reports that air pollution, including PM2.5, causes more than seven million premature deaths each year 

worldwide (Mauboy et al., 2024). 

For instance, the average ambient concentration of PM2.5 in Jakarta frequently violates the WHO safe 

limit of 10 μg/m³, and the significant sources include mobile and stationary emission from transport, industries, 

and burning of fossils. In addition, meteorological conditions such as temperature, humidity, wind speed, and 

rainfall also affect the distribution pattern of these pollutants (Goyal & Goyal, 2024; Joharestani et al., 2019). 

The study found that PM2.5 concentrations tend to increase during the dry season, where low rainfall reduces 

the atmosphere's ability to deposit particles (Kang et al., 2023). 

 

Recent development of the machine learning has produced better solutions for handling and predicting 

air quality. Out of all the algorithms used in this study, it is worth mentioning the effectiveness of Random 

Forest in relation to nonlinear dependencies and texture complexity. This model has been well applied to 

predict PM2.5 using meteorological variables, satellite data and observation in the region. The findings suggest 

that Random Forest also has reasonable prediction accuracy compared to other methods, like XGBoost or SVM 

(Joharestani et al., 2019; Ma et al., 2023; Uzir et al., 2016). 

For instance, a study that employed Random Forest technique in China obtained a good performance 

of up to 0.81 R² value in the determination of PM2.5 concentrations (Ma et al., 2023). A similar study conducted 

in Jakarta also supports the finding that the algorithm holds capability to predict the certain pollutants average 

concentration through meteorological parameters and air quality data (Joharestani et al., 2019; Mauboy et al., 
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2024). Not only are such models useful for achieving high prediction accuracy, but they can also be employed 

to create warning systems for the public and generate decision-making support for governments (Chen et al., 

2023). The focus of this study is to present a PM2.5 concentration prediction model for Jakarta based on the 

Random Forest algorithm. Based on the above literature review, the following research questions which are 

the main focuses of this study are identified.  

First, what are the temporal and spatial patterns of PM2.5 concentrations in the Jakarta area based on 

historical data? Understanding this pattern is important because air pollution in Jakarta often varies depending 

on time and location, which can be studied using machine learning algorithms, such as Random Forest, which 

have been shown to be effective in predicting air pollution in various large urban areas(Goyal & Goyal, 2024).  

The second problem is how do meteorological parameters such as temperature, humidity, wind speed, 

and rainfall affect PM2.5 concentrations in Jakarta? Previous research has shown that these factors greatly 

affect pollutant concentration levels, and understanding these relationships can improve the accuracy of the 

predictive models built (Joharestani et al., 2019; Ma et al., 2023).  

The third problem that needs to be answered is how the Random Forest algorithm can be used to 

accurately predict PM2.5 concentrations in Jakarta. Random Forest is known for its ability to handle non-linear 

data and can identify important features that affect air quality, making it a good choice for air pollutant 

prediction (Kang et al., 2023; Ma et al., 2023). 

Finally, how can the prediction results from this model be used to support air quality management 

policies in Jakarta? Accurate predictive models can provide early warning of increased PM2.5 concentrations, 

allowing for appropriate mitigation measures to protect public health. This will help the government in 

formulating air quality management policies based on more accurate data (Chen et al., 2023).  

This study aims to analyze the temporal and spatial patterns of PM2.5 concentrations in Jakarta based 

on historical data. This analysis is important for understanding the distribution of air pollution by time (daily, 

weekly, or seasonal) and location (by region with high and low pollution levels). Several previous studies have 

shown that models like Random Forest are very effective in identifying such patterns, especially in large urban 

areas such as Beijing and Jing-Jin-Ji (Joharestani et al., 2019; Ma et al., 2023). 

In addition, this study evaluated the relationship between meteorological parameters, such as 

temperature, humidity, wind speed, and rainfall, with PM2.5 concentrations in Jakarta. Meteorological factors 

play an important role in the distribution of air pollutants, where rainfall tends to lower PM2.5 concentrations, 

while humidity and wind speed can affect their spread (Kang et al., 2023; Ma et al., 2023). 

This study also developed a PM2.5 concentration prediction model using the Random Forest 

algorithm. This model was chosen because of its ability to handle non-linear data and identify important 

features in complex datasets. The developed model will be tested using historical air quality data and 

meteorological parameters to ensure prediction accuracy (Chen et al., 2023; Ma et al., 2023). The results of the 

prediction are expected to be used to support air quality management policies in Jakarta, including providing 

early warning to the public about deteriorating air conditions (Chen et al., 2023; Kang et al., 2023). 

This research has several benefits. For governments, the predicted results can be used to support data-

driven policies for air pollution mitigation, such as controlling motor vehicle emissions and reducing industrial 

activities during periods with high pollution levels (Chen et al., 2023; Kang et al., 2023). For the public, 

predictive information can increase awareness of health risks and provide reliable data for preventive measures 

such as mask use or restrictions on outdoor activities (Chen et al., 2023; Joharestani et al., 2019). For 

academics, this study enriches the scientific literature related to the application of the Random Forest algorithm 

in air quality prediction and opens up opportunities for further research, such as integration with satellite data 

for more accurate predictions (Joharestani et al., 2019; Ma et al., 2023). Environmentally speaking, this 

research helps identify times and locations with high pollution risks, supporting more effective mitigation 

measures (Chen et al., 2023). 

 

2. LITERATURE REVIEW 

2.1 Air Quality Prediction Using Machine Learning Techniques 

Air quality prediction has become a critical task for urban management due to the rising concerns 

about pollution and its effects on human health. Traditional statistical methods, such as linear regression, have 

been used to predict air quality levels, but they often fail to capture the complex, non-linear relationships found 

in air pollution data (Grell et al., 2005). In recent years, machine learning (ML) techniques have been widely 

adopted to improve the accuracy of air quality prediction models. These techniques can handle large datasets, 

identify complex patterns, and adapt to real-time data, making them suitable for urban air quality management. 

 

2.2 Common Machine Learning Techniques for Air Quality Prediction 

Machine learning methods such as Random Forest, Decision Trees, Artificial Neural Networks 

(ANN), and Support Vector Machines (SVM) have been applied to predict air quality indices (AQI) and 
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particulate matter (PM) concentrations. Each method has its strengths and limitations in terms of performance, 

accuracy, and computational complexity. 

 

a. Random Forest 

The Random Forest algorithm has been widely used for air quality prediction due to its robustness in 

handling noisy data and reducing overfitting (Ameer et al., 2019). In their study, (Yu et al., 2016) applied 

Random Forest for predicting air quality using urban sensing systems and found it to outperform other methods 

in terms of accuracy. Similarly, (Brokamp et al., 2017) compared regression and Random Forest approaches 

for estimating particulate matter levels, concluding that Random Forest provided more accurate predictions in 

urban environments(Liu et al., 2012; Livingston, 2005; Segal, 2003). 

 

b. Support Vector Machines (SVM) 

SVM is another popular machine learning algorithm used for air quality prediction(Lu’ et al., 2002)  

utilized SVM for spatiotemporal analysis of air quality data derived from social media and found it to be 

effective in predicting AQI levels. However, the computational cost of SVM increases significantly with larger 

datasets, which can limit its scalability in real-time applications. 

 

c. Artificial Neural Networks (ANN) 

ANN, especially Deep Learning models, have been applied for time-series analysis in air quality 

prediction. (Dobrea et al., 2020) used ANN models to forecast air pollutant concentrations, reporting high 

accuracy but also noting the increased training time and risk of overfitting, particularly with small datasets. 

(Sharma et al., 2021) also employed ANN for predicting air pollutant levels, emphasizing its capability to 

model non-linear relationships in pollution data. 

 

d. Decision Trees 

Decision Tree algorithms, including Gradient Boosting and its variants, have shown promise for air 

quality prediction. Decision Trees are easy to interpret and can handle categorical data effectively. (Jamal & 

Nodehi, 2017) demonstrated the use of Decision Trees for meteorological data analysis and air quality 

forecasting, highlighting their useful application in real-time decision support systems. 

 

2.3 Fuzzy Time Series and Hybrid Models 

Other research approaches have included the use of hybrid and fuzzy models with the view of 

enhancing the accuracy of the machine learning. Currently, (Alyousifi et al., 2020) developed a model known 

as Fuzzy Time Series Markov Chain that integrates the fuzzy logic system with probabilistic Markov models 

for daily air pollution index prediction. This method was also found to reduce significant uncertainty for air 

quality data better than other conventional techniques as it can offer glimpses into the changes in temporal 

trends in pollution. 

 

2.4 Big Data and IoT-Based Air Quality Prediction 

The key development in the field of air quality prediction is the usage of Internet of Things (IoT) and 

Big Data technologies. Various IoT sensors spread across the cities can capture current pollution levels, and 

such data can be analyzed using Machine Learning techniques to predict the current pollution levels. (Ameer 

et al., 2019) presented a systematic review on machine learning models for air quality estimation in smart urban 

environments and implemented Apache Spark for distributed computing. Their work also stressed the role of 

time to process in huge-scale AQM, Random Forest, and Gradient Boosting turned out to be dominant in 

regards to accuracy and computational time. 

Similarly, the study by (Yu et al., 2016) identified that IoT-based urban sensing systems are helpful 

in predicting air quality. Random forest used by the authors for creating their model proved effective along 

with the ability of their algorithms in conceiving pollution level their IoT based system could analyze data from 

multiple sensors demonstrating the capability of IoT for air quality monitoring in real-time. 

 

2.5 Comparative Studies on Machine Learning Models for Air Quality Prediction 

Some comparative analysis has been made in order to compare the efficacy of several types of the 

machine learning algorithms in solving the problem of air quality prediction. For example, (Agarwal, 2015) 

have compared the accuracy of multiple classifiers as ANN, SVM, Decision Trees; thereby, concluding that 

although ANN had the highest accuracy, it consumed more energy. Similarly, (Sharma et al., 2021)employed 

a performance comparison of different machine learning approaches and found that Random Forest was again 

most accurate and less sensitive to fluctuation. 

Ameer et al. (Ameer et al., 2019) proposed a comprehensive analysis of the regression techniques 

such as Decision Trees, Random Forest, and Gradient Boosting that are employed with different data sets of 
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smart cities. They concluded that the two best algorithms of the two groups, Random Forest and Gradient 

Boosting were the best, but it was recommended that other issues like time and size of the data set be considered 

first while choosing a model. 

 

2.5 Challenges and Future Directions 

However, some issues still persist with the machines learning models used in the prediction of air 

quality. Such issues as how to manage large swathes of missing data, how to be able to process large chunks 

of data in real time, and how to fuse data from different and dissimilar sources such as weather conditions and 

traffic flows. Furthermore, issues such as the time taken to train the models like ANN and SVM in big datasets 

are costly in large applications (Dobrea et al., 2020); (Sharma et al., 2021). 

Future studies should therefore aim at identifying better associated algorithms that allow fast and real 

time processing of massive amount of dataset generated from IoT sensors. At the same time, communication 

of hybrid models, which use machine learning in combination with prior knowledge from the atmosphere 

chemistry models, could provide higher accuracy and stabilities in the air quality prediction compared to the 

application of pure machine learning methods (Alyousifi et al., 2020). 

 

3. METHODOLOGY  

In the following part of the paper, the methodology used to compare various machine learning 

algorithms for measuring air quality is presented. Thus the evaluation system can be divided into several steps, 

data preprocessing, feature selection, model building, model’s performance analysis and comparison with other 

models. Each step is detailed below. 

 

3.1 Research Design 

This study uses a quantitative approach to build a prediction model of PM2.5 concentration in Jakarta 

based on historical data available at the AQICN.org site from 2015 to 2024. The Random Forest algorithm was 

chosen as the main model because of its ability to handle complex non-linear relationships between variables 

and because of its robustness against overfitting. This study aims to understand the temporal pattern of PM2.5 

concentration in Jakarta and produce accurate predictions that can support air pollution risk mitigation in the 

region. 

 

3.2 Data Source 

The PM2.5 concentration data used in this study was obtained from AQICN.org, a platform that 

provides real-time-based air quality data as well as historical data from various air monitoring stations in 

Jakarta. The data used includes PM2.5 concentrations recorded hourly during the period 2015 to 2024. This 

data was chosen to illustrate the daily fluctuations and temporal trends of PM2.5 in Jakarta, focusing on patterns 

that occur throughout the year.  

 

3.3 Data Collection 

The PM2.5 concentration data used in this study was obtained from AQICN.org for the period 2015 

to 2024. The observation time range used includes hour-time data, allowing for more accurate modeling based 

on PM2.5 fluctuations that occurred during the period. This data was chosen for its ability to reflect daily and 

seasonal variability in Jakarta. 

 

3.4 Data Preprocessing 

 Before permanently storing the measured PM2.5 data in the SQL database at this stage, the 

collected PM2.5 data is initially analyzed for unwanted empty entries and excessive outliers. In case of gaps, 

linear interpolation approaches are used, and for the cases where anomalies or outliers are observed, they are 

detected and deleted from data using applicable methods. This results from adding new temporal features like 

year, and month of the data, day of the year, days of the month to help identify seasonal variations that may be 

influential in PM2.5 concentration. Due to the fact that the data is presented in a yearly format with no further 

divisions as morning, afternoon or night, the differences and patterns are more apparent in yearly, monthly, 

and seasonal contexts. 

 

3.5 Predictive Model Development 

 The used algorithm for building a prediction model which is the basis for decision making 

was the Random Forest Regressor that can deal with non-linear correlations and distinguish intricate patters. 

The dataset is divided into two parts: Taking for example 70% of the data will be used in training the model 

while 30% will be used to test the model. This is followed by dividing the data in order to be able to predict 

PM2.5 using the generated model should be able to generalize data that is not in the training data set. To 

improve the accuracy of the model, hyperparameter tuning is performed using Grid Search to find the best 
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combination of hyperparameters, including the number of trees (n_estimators), the maximum depth of the trees 

(max_depth), and the minimum sample size for node division (min_samples_split). 

 

3.6 Model Variations 

 The model is evaluated using several metrics to measure the accuracy and accuracy of the 

model's predictions against the actual data. The metrics used include Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), and R² Score. These metrics are used to assess how well the model is at capturing 

fluctuations that occur in PM2.5 data and to measure the model's ability to predict data that is not present in 

the training dataset. 

 

3.7 Result Visualization and Analysis 

The results of the model for PM2.5 predictions are shown as temporal graph patterns representing 

daily, monthly, and annual changes of the concentration values. These graphs will be used to determine specific 

months of the year that have a higher PM2.5 concentration as well as to make observation on seasonal variation. 

The analysis of the results each model were analyzed to ensure that it well suits the actual situation 

that takes place in Jakarta and to determine specific time that PM2.5 is likely to be higher within the day so as 

to guide the formulation of air pollution control measures. 

 

4. RESULT AND DISCUSSION 

4.1 Descriptive Statistics of PM2.5 Data 

Based on PM2.5 concentration data from 2015 to 2024, descriptive statistics and average graphs and 

distribution of PM2.5 concentrations are obtained as follows: 

In order to improve the efficiency of AWS maintenance, the primary goal of this article is to build 

predictive maintenance for AWS based on identifying anomalies utilizing artificial intelligence autoencoders 

that can speed up the predictive maintenance flow. To be able to design the desired predictive maintenance, 

the machine learning autoencoder is used. Anomaly detection is used to predict AWS before failure. This 

research will be designed in Google collab, which is easy using applications and simple features. The main 

objective of this study is to create predictive maintenance for Automatic Weather Station (AWS) to avoid the 

failure of instrumentation. 

 
Table 1. Descriptive Statistics of PM2.5 Data 

 

Table 1. Descriptive Statistics of PM2.5 Data 

No Statistic Date PM2.5 (µg/m³) 

1 Total 3093 3093 

2 Average - 94,46 

3 Minimum Values 2015-12-25 7 

4 1st Quartile 2018-03-20 72 

5 Median (Q2) 2020-05-28 97 

6 3rd Quartile 2022-08-31 117 

7 Maximum Value 2024-12-13 209 

8 Standard Deviation - 30,17 

 

 
Fig.1. Average Annual PM2.5 in Jakarta (2015-2023) 
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 This statistic shows that PM2.5 concentration has an average of 94.46 μg/m³ with a significant 

variation, as seen from the standard deviation of 30.17 μg/m³. The maximum value of PM2.5 concentration 

reached 209 μg/m³, which far exceeded the threshold of healthy air quality. 

 

 
Fig.2. PM2.5 Concentration Distribution 

 

The histogram plot depicts the distribution of PM2.5 concentration levels in the Jakarta region. The 

distribution exhibits a normal curve-like shape, with a peak around 140-160 μg/m³. This suggests that PM2.5 

concentrations in Jakarta tend to be concentrated within this range. Several key observations can be made from 

the graph: 

• Concentration Range: The graph covers a PM2.5 concentration range from approximately 50 μg/m³ 

to 200 μg/m³, encompassing the observed values in the region. 

• Distribution Peak: The distribution peak occurs around 140-160 μg/m³, indicating that this is the most 

common PM2.5 concentration level observed. 

• Distribution Shape: The distribution curve exhibits a relatively symmetric shape, following a normal 

distribution pattern. This implies that PM2.5 concentrations are evenly distributed across the observed 

range. 

• Frequency: The graph shows the frequency of occurrence for each PM2.5 concentration range. Taller 

bars correspond to higher frequencies of the respective concentration levels. 

 The analysis from this study can therefore assist in refining the identification of the nature 

and spatial pattern of PM2.5 density in the Jakarta region. In extension, the data can be used as reference in the 

evaluation of the air quality in the said locale as well as to the proper measures that should be implemented. 

 

4.2 Evaluation of Analysis Models 

The results of the performance evaluation of the PM2.5 concentration prediction model using Random 

Forest show the following metrics: 

 

 

 

 

 
Table 2. Results of Random Forest Model Evaluation 

No Metrix Value 

1 Mean Absolute Error (MAE) 14.44479525862069 

2 Root Mean Square Error (RMSE) 18.746648967790264 

3 R² Score 0.6082636701026527 

  

This metric shows that the model performs quite well with an R² Score of 0.61, which means that the 

model is able to account for about 61% of the variation in the actual data. However, a fairly high RMSE (18.75) 

indicates a significant difference between the predicted value and the actual data at some point. 

 

4.3 Comparation of Model Prediction with Actual Data of PM2.5 Concentration 

The objective of this research is to create a model for analyzing the dispersion of PM2.5 concentration 

in the Jakarta area based on Random Forest modeling. For this purpose, we first analyze whether the model 
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correctly estimates the observed values of PM2.5 concentration at different time intervals. As indicated in the 

following graph, we have the results of the research. 

 

 
Fig.3. Prediction vs Actual Data PM2.5 

 

In general, there is always a tight correspondence between the changes predicted by the prediction 

models and the actual change data even if they do not have to be identical. A few observations I made from 

this chart are the following: 

• Fluctuation Pattern Suitability: The adjustment of the prediction model can reflect the approximate 

fluctuation of PM2.5 concentration, confirming the model’s performance in perceiving changing 

trends. 

• Differences in Prediction Values: Thus, the picture of simulation results indicates that, while the 

patterns of fluctuations are practically identical, there are certain differences in some points of the 

model’s prediction indicators and real data. This implies that it is still possible even to enhance the 

predictive ability of the models and grow the accuracy of the results. 

• Overall Performance: Overall, the model was successful in estimating PM2.5 concentrations but still 

requires enhancements to minimize the difference to actual data. 

 

4.4 Improved Model Accuracy 

To improve the accuracy of the model, hyperparameter tuning is performed using the Grid Search 

method, which involves the following parameters: 

• n_estimators: Number of trees in the model. 

• max_depth: Maximum depth of the tree. 

• min_samples_split: Minimum sample size for node separation. 

This tuning succeeded in reducing the error value of the model, but there are still limitations due to 

the limitations of the data period obtained and the type of data that other types of data are used as inputs. 

Further evaluation of long-term trends and the addition of variations in data types such as temperature and 

humidity can provide a better understanding of model performance and factors affecting PM2.5 concentrations. 

 

 

5. CONCLUSION 

This study aims to predict PM2.5 concentrations in the Jakarta area using the Random Forest model. 

The results show that this model has a fairly good performance with a Mean Absolute Error (MAE) of 14.44, 

a Root Mean Square Error (RMSE) of 18.75, and an R² Score of 0.61. The R² Score value shows that the model 

is able to explain about 61% of the actual PM2.5 data variation, although there are still significant differences 

at some prediction points indicated by the high RMSE value. In general, the model successfully follows a 

pattern of fluctuations in PM2.5 concentrations, although it is not yet completely accurate. 

Based on descriptive statistical analysis, PM2.5 concentration data from 2015 to 2024 has an average 

of 94.46 μg/m³ with significant variations, as seen from the standard deviation of 30.17 μg/m³. The maximum 

value reaches 209 μg/m³, which is well above the threshold of healthy air quality. Efforts to improve the 

accuracy of the model have been made through tuning hyperparameters using Grid Search, which helps 

improve prediction performance. However, limitations still exist because comparisons are not made with data 

that covers longer periods. 

This prediction model has the potential to be implemented in various scenarios, such as real-time air 

quality monitoring, supporting data-based policymaking for air pollution mitigation, and developing public 

applications that can provide air quality prediction information to the public. For future studies, it is 

recommended to use data with a longer period, consider other factors such as meteorological parameters 
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(temperature, humidity, and wind speed) as well as local pollution emission sources, and compare the 

performance of this model with other prediction models to obtain more optimal results. 

Thus, this research is expected to contribute to air quality monitoring efforts and become the basis for 

formulating more effective policies to reduce the impact of air pollution in the Jakarta area. 
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