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 This research presents the design and development of a real-time object 

detection and monitoring system specifically aimed at identifying green box 

objects using the YOLOv8 model. The system integrates OpenCV for frame-

by-frame video processing, MySQL for image storage as Binary Large Objects 

(BLOBs), and a Flask-based web interface for real-time visualization. Green 

box objects detected with a confidence score above 0.7 are cropped and stored 

in the database. A dynamic web interface, updated every 2 seconds using 

AJAX, enables real-time monitoring and allows users to download the latest 

detected image for further analysis. Experimental results demonstrate that the 

YOLOv8 model achieves high detection accuracy, as measured by precision, 

recall, and mean average precision (mAP). The proposed system effectively 

combines object detection, data storage, and web-based visualization to 

provide a robust and scalable solution for real-time monitoring. Tests 

conducted under real-world conditions confirm the system's efficiency and 

reliability. Future work may involve hardware acceleration via edge 

computing, support for multi-object detection, and integration of advanced 

tracking algorithms to broaden its applicability in autonomous systems and 

industrial automation. 
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1. INTRODUCTION  
 Real-time object detection is one of the important aspects in the development of navigation technology and 
autonomous systems [1], especially in a competition environment such as the Indonesian Ship Contest (KKI). 
In this competition, one of the missions that must be completed is to detect navigation markers in the form of 
green boxes above the water surface. This marker serves as a reference point for the ship to complete the 
trajectory according to the race rules. However, dynamic environmental conditions such as water ripples, light 
reflections, weather changes, and ship movements add challenges to the object detection process. Therefore, a 
detection system that is fast, accurate, and able to adapt to environmental changes is needed to assist the 
navigation team in completing the competition mission. 

 Deep learning technology, especially in the field of computer vision, has become an excellent solution in 
solving object detection problems with a high degree of accuracy [2]. One popular approach is the You Only 
Look Once (YOLO) algorithm, which is known for its ability to perform object detection in real time. YOLO 
algorithm has an advantage over traditional detection methods because it only requires one calculation to predict 
the location and class of objects in the image, resulting in much higher processing speed [3]. YOLOv8, as the 
latest iteration of YOLO, has seen significant improvements in terms of accuracy and computational efficiency. 
YOLOv8 can achieve mAP (mean Average Precision) up to 50-95% on various datasets with faster inference 
time than its predecessor [4]. 
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 The application of YOLO has been tested in various contexts, including object detection in maritime 
environments. YOLOv5 can detect floating objects on the sea surface with more than 90% accuracy [5], even 
under varying lighting conditions. YOLO has good adaptability in dynamic environments, making it an ideal 
choice for applications in the field of autonomous ship navigation [6]. In this study, YOLOv8 was chosen 
because it is capable of processing video data in real time with a speed rate of up to 30 FPS (frames per second) 
and a higher level of accuracy [7]. 

 In addition to the detection aspect, this research also includes an automatic shooting system that uses 
OpenCV to capture photos when a green box is detected. The detected images are then stored in a MySQL 
database in BLOB (Binary Large Object) format. This format was chosen because of its ability to store binary 
data such as images in their original size without any loss of quality [8]. Efficient and structured data storage in 
the database allows the system to quickly access the stored images again [9]. 

 Furthermore, to facilitate the technical team in monitoring the detection results during the competition, the 
system is designed using a web-based monitoring system built with the Flask framework. Flask is a lightweight 
and flexible Python backend framework, enabling the development of web-based monitoring systems with AI 
integration in a simple yet effective manner [10]. The system is equipped with an automatic refresh feature using 
AJAX every 2 seconds, so that the technical team can view the green box detection results and object photos in 
rea ltime through the browser. In addition, an Image Download button is provided to allow users to download 
the latest images as documentary evidence or for further analysis. 

 This research aims to develop a fast, accurate, and accessible object detection system through a Flask-based 
web interface to support the completion of navigation missions in the Indonesian Ship Contest. The system is 
expected to improve monitoring efficiency and provide flexibility for the control team in accessing and analyzing 
detection data. By utilizing YOLOv8 technology and a web-based monitoring system, this research provides an 
innovative solution that can be applied not only in the context of competition, but also for the development of 
autonomous navigation systems in the future. 

 

2. LITERATURE REVIEW 
 Real-time object detection systems have become a major topic in the development of computer vision and 
machine learning-based technologies. One of the most effective methods in solving this problem is You Only 
Look Once (YOLO) [11]. YOLO is known for its ability to perform object detection in a single computation 
step, unlike previous methods such as Region-based CNN (R-CNN) and Fast R-CNN that require multiple 
computation steps [12]. This approach makes YOLO much faster while maintaining high accuracy. For example 
YOLOv2 can process up to 40 FPS (frames per second) with sufficient detection accuracy [13]. 

 As technology evolves, the latest version of YOLO, YOLOv8, provides significant improvements in 
accuracy and computational efficiency. YOLOv8 integrates a lighter architecture and more optimized processing 
algorithms, enabling the model to achieve higher mAP50-95 on various benchmark datasets [14]. YOLO's 
implementation in maritime applications, where YOLOv5 successfully detected floating objects on the sea 
surface with an accuracy rate of 92%, even under varying environmental conditions [15]. These advantages 
make YOLOv8 an ideal solution for object detection systems in Indonesian Ship Contest (KKI) missions, where 
speed and accuracy are critical in detecting green boxes as navigation markers. 

 In addition to the detection aspect, this research also utilizes OpenCV as a supporting library to capture video 
and take photos automatically when the green box is detected. OpenCV has been widely used in video processing 
applications due to its flexibility in handling real-time image input [16]. The integration of OpenCV with deep 
learning algorithms can accelerate the decision-making process in visual-based systems, such as in robotics and 
automatic navigation [1]. 

 For image data storage, this research relies on MySQL with the use of BLOB (Binary Large Object) format. 
The BLOB format was chosen because of its ability to store image data in original size without losing quality 
[17]. Storing data in BLOB allows structured management of images in the database, making data access faster 
and more efficient [18]. This is relevant to the needs of web-based monitoring systems, where image data must 
be accessible and updated in a short time. 

 In presenting the detection results, this system uses Flask as a Python-based backend framework. Flask is 
widely used in web application development due to its lightweight and flexible nature [10]. Flask facilitates 
integration between machine learning models and user interfaces by providing efficient API endpoints for 
presenting data [19]. Flask also supports AJAX (Asynchronous JavaScript and XML) for dynamic data updates 
on the web interface, making it an ideal solution for web-based monitoring systems [20]. Web-based monitoring 
systems have proven effective in various studies. Web-based monitoring provides flexibility for users to access 
data from various browser-enabled devices [21]. 
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 Building on prior studies, the integration of YOLOv8, OpenCV, MySQL, and Flask shows strong potential 
for addressing real-time object detection challenges with efficient data handling and presentation [19][22]. This 
research develops a system capable of detecting green boxes, capturing images automatically, storing them in a 
MySQL database, and displaying them via a web-based interface with auto-refresh. Its main contribution is the 
implementation of an end-to-end solution to support ship navigation missions in dynamic scenarios such as the 
Indonesian Ship Contest. 

3. SYSTEM DESIGN AND IMPLEMENTATION 

Before entering the core system of monitoring and photographing this green box, we must first build the 

YOLOv8 model development which is carried out in stages to ensure optimal performance in detecting the 

desired object. In this yolov8 development, we adjust to the challenges and missions given to the 2024 

Indonesian Ship Contest (KKI), which is to detect green boxes. 

 

Fig. 1. The Method Steps to Detect the Green Box 

 The process starts with importing a dataset containing images labeled as green boxes. This dataset consists 
of 1,150 images with bounding box annotations created using the Roboflow platform. Next, data preprocessing 
is performed to improve the quality of the dataset, including data augmentation such as flipping, scaling, and 
normalization. After preprocessing is complete, model configuration is performed, where parameters such as 
input size (640x640), batch size, learning rate, and number of epochs are set according to the needs of the system. 
The model is then trained using the training dataset through a forward pass and backward pass process, where 
the model weights are updated based on the loss function value. 

 During training, the model is validated on the validation dataset to monitor performance metrics such as loss, 
precision, recall, and mAP (mean Average Precision). If the model performance does not meet the criteria, the 
configuration or training process is repeated until the model reaches optimal performance [3]. After the training 
is complete, the model is evaluated on the test dataset to calculate the final metrics, such as mAP50 and mAP50-
95. The results of this evaluation are used to confirm the model's ability to detect objects with high accuracy 
[23]. 



92 

Journal of Computation Physics and Earth Science Vol. 5, No. 1, April 2025: 89-98 

 

Fig. 2.  Flowchart of real time detection system using YOLOv8 and web-based monitoring 

 

      The implementation of the real-time detection system using the YOLOv8 model involves several key 
components that are connected sequentially. The process starts with video capture using a camera connected to 
the system. The video input is captured in a frame-by-frame format using the OpenCV library. Each generated 
frame is then sent to the YOLOv8 model for object detection. The model detects the presence of a green box 
object and provides output in the form of a bounding box and confidence score [24]. 

   In the decision stage, the system checks the confidence score of the detection. If the confidence score is 
greater than 0.7, the system proceeds to the take-photo process, where the part of the image containing the 
detected object is cropped based on the bounding box coordinates using OpenCV. If the confidence score does 
not meet the threshold, the image is ignored and the system moves on to the next image. The captured image is 
then stored in a MySQL database in Binary Large Object (BLOB) format. The database is designed as a table 
with id, filename, photo, and timestamp columns. Storing images in BLOB format allows for efficient and 
organized image management [25]. 

       The final stage of this system is web-based monitoring using Flask as the backend and AJAX to update data 
in real time. Flask provides an endpoint to retrieve the latest images from the database, while AJAX is used to 
send periodic requests every 2 seconds. The detected images are displayed on the web interface, allowing users 
to monitor the results in realtime. 

4. RESULT AND DISCUSSION  

In this study, we conducted a series of trials to evaluate the performance and functionality of the YOLOv8-

based real-time detection system. The primary objective was to assess the system's capability to accurately detect 

green box objects, process video input in real time, and store valid detections into a MySQL database. The trials 

were carried out using a continuous video stream, where each frame was processed and analyzed to identify 

objects meeting the defined confidence threshold of 0.7. Detected images were automatically cropped, stored, 

and displayed through a web-based interface, which updated every 2 seconds. The results from these trials 

provide insights into the reliability and efficiency of the proposed system in a dynamic environment. 
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4.1. Confusion Matrix Analysis 

 

Fig. 3. Matrix performance of the YOLOv8-based real-time detection system in identifying green box objects 

 

The confusion matrix presented in Fig. 3 evaluates the performance of the YOLOv8-based real-time 

detection system in identifying green box objects. The matrix shows that the system successfully detected 204 

true positives (TP), which indicates that the target objects were correctly identified as belonging to the green 

box class. However, there are 3 false positives (FP), where background elements were misclassified as green 

boxes. Additionally, 7 false negatives (FN) were observed, representing instances where the system failed to 

detect green box objects even though they were present in the input frames. These false negatives could be 

caused by occlusions, low contrast between the target object and the background, or confidence scores below 

the defined threshold of 0.7. The overall distribution of the matrix highlights the system's high accuracy, with a 

significant dominance of true positives compared to false predictions. The low false positive and false negative 

values suggest that the YOLOv8 model performs reliably for real-time detection tasks. Further analysis of 

precision, recall, and F1-score will provide a more quantitative measure of the system's effectiveness in 

handling dynamic input data. 
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4.2. Training and Validation Performance of YOLOv8 Model 

 
Fig. 4. Matrix performance of the YOLOv8-based real-time detection system in identifying green box objects 

 

      The training and validation performance of the YOLOv8 model is illustrated in Fig. 4, which highlights the 
progression of loss values and evaluation metrics over 25 epochs. The train/box_loss, train/cls_loss, and 
train/dfl_loss curves show a consistent decline as the number of epochs increases. This trend indicates that the 
model is learning effectively, as the loss values—representing errors in bounding box predictions, classification, 
and distribution focal loss—steadily decrease. The training loss curves demonstrate smooth convergence, 
signifying that the model adapts well to the training dataset. 

      In the validation phase, the val/box_loss, val/cls_loss, and val/dfl_loss exhibit some fluctuations, particularly 
in the earlier epochs, which is expected due to variations in the validation dataset. Despite these minor variations, 
the overall downward trend in validation loss suggests that the model generalizes well and avoids significant 
overfitting, as indicated by the minimal gap between training and validation losses. 

      The evaluation metrics provide further insights into the model's performance. The precision and recall 
metrics converge towards values close to 1.0, reflecting the model's ability to make accurate predictions with 
minimal false positives and false negatives. Additionally, the mAP50 metric, which measures the mean average 
precision at a 50% IoU threshold, approaches 1.0, demonstrating excellent detection performance. Meanwhile, 
the mAP50-95, which evaluates the model's performance across a range of IoU thresholds, stabilizes around 0.7-
0.75. This result confirms that the model maintains robust accuracy under varying detection conditions. 

 In summary, the steady reduction in loss values, combined with the high precision, recall, and mAP scores, 
indicates that the YOLOv8 model successfully learns to detect green box objects with high accuracy. The small 
gap between training and validation losses further confirms the model's ability to generalize to unseen data, 
making it reliable for real-time object detection tasks. 
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4.3. Detection Results Visualization 

 
Fig. 5. Visualization of YOLOv8 Detection Results on Green Box Objects (Image-Based Testing) 

 

        The visualization of the YOLOv8 detection results demonstrates the system's ability to accurately identify 
and localize green box objects in image-based testing scenarios. As shown in Fig. 5, the YOLOv8 model 
successfully detected green box objects across multiple images, displaying confidence scores ranging from 0.7 
to 0.9. Each detected object is annotated with a bounding box and its corresponding confidence score, which 
reflects the model's prediction accuracy. The testing dataset includes various conditions such as changes in angle, 
lighting, and background, simulating real-world scenarios to evaluate the robustness of the model. Despite these 
variations, the YOLOv8 model maintains consistent performance, with bounding boxes accurately placed 
around the green box objects. This indicates the model's reliability in detecting objects with high confidence 
while minimizing false positives. 

 

       The results confirm that YOLOv8 effectively handles object localization and confidence assessment in static 
image datasets. Such capabilities are essential for real-time applications, as they ensure the detection system can 
provide accurate and dependable results under varying environmental conditions.  
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4.4. Live Camera Detection Test 

 
Fig. 6. Live Camera Detection Results Using YOLOv8 

 
     The live camera test, as shown in Fig. 6, demonstrates the real-time performance of the YOLOv8-based 
detection system in identifying green box objects. In this test, video frames were continuously captured using a 
live camera feed and processed in real time to detect target objects. The system successfully detected the green 
box in the frame with a confidence score of 0.90, as displayed on top of the bounding box. The bounding box is 
accurately aligned with the green box object, confirming the model's robustness in handling real-time video 
input. Unlike the image-based test, the live camera test introduces additional challenges such as motion blur, 
varying lighting conditions, and dynamic background elements. Despite these factors, the system consistently 
maintains high detection accuracy and rapid processing speed, enabling smooth real-time performance. 

 

  This result validates the system's capability to operate effectively in real-time scenarios, making it suitable 
for applications requiring live object detection and tracking. The successful detection in the live camera feed 
further highlights the integration of the YOLOv8 model with OpenCV for frame-by-frame processing and 
object localization. 

 

4.5. Integrated System Testing 

 The integrated system testing was conducted to evaluate the performance of the end-to-end solution, 
combining YOLOv8, OpenCV, and a web-based monitoring system. The system encompasses real-time 
detection of green boxes using a webcam, saving detected images in BLOB format to a MySQL database, and 
displaying the latest detected image on a web interface. At this stage, the video captured in real-time is processed 
by YOLOv8 to detect green box objects. If the confidence score of the detection exceeds 0.7, the system uses 
OpenCV to capture the frame, crop the image based on the bounding box coordinates, and save it to the MySQL 
database in the photo column as a BLOB. The most recent image stored in the database is then retrieved and 
displayed on the web interface. 

 

 The figure below demonstrates the final output of the web interface, where the most recent green box 
detection is displayed, along with a button to download the image. 
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Fig. 7. Web Interface Display of the Latest Detected Image 

 

       This figure showcases the user interface for web monitoring, where the most recently detected green box 

image is displayed in real-time. The system updates the image every 2 seconds using an AJAX mechanism, 

ensuring a responsive and dynamic interface. Additionally, the Download Image button allows users to retrieve 

the displayed image in .png format directly from the MySQL database. 

 

 

5. CONCLUSION 

 This paper presents a real-time green box detection and monitoring system developed using the YOLOv8 
object detection model, OpenCV for image processing, MySQL for image storage, and Flask for the web-based 
monitoring interface. The system integrates these components into a unified pipeline, enabling real-time 
detection, efficient data management, and dynamic visualization of the detected images. 

 The results demonstrate that the YOLOv8 model performs accurate object detection in real-time, with a 
confidence threshold of 0.7 ensuring reliability during testing. Detected images were cropped based on bounding 
box coordinates and successfully stored in MySQL as Binary Large Object (BLOB) data. The database 
architecture allows for organized image management and retrieval. The web interface, designed using Flask and 
updated using AJAX every two seconds, provides a dynamic and responsive platform to display the latest 
detected image and enables users to download the displayed image seamlessly. 

 The system successfully meets the objectives of detecting, storing, and displaying green box objects in real-
time. Experimental results confirm the robustness of the integration and the system's capability to handle live 
video feeds while maintaining smooth data flow between components. This makes the system suitable for 
applications in automated monitoring tasks, such as autonomous ship competitions, where identifying green box 
objects is part of mission-critical operations. 

 Further enhancements can focus on improving the system's processing efficiency by leveraging edge 
computing hardware such as NVIDIA Jetson or Raspberry Pi for real-time deployments. Additionally, 
incorporating multi-object detection capabilities and implementing tracking algorithms can enhance the 
system’s versatility in various real-world scenarios. The web interface can also be expanded to include live video 
streaming, historical data visualization, and advanced analytics for improved monitoring and decision-making. 

 Overall, this work provides a practical and scalable solution for real-time object detection and monitoring, 
with potential applications in robotics, autonomous systems, and industrial automation. The findings and 
implementation serve as a foundation for further research and development in similar fields 
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