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 The integration of Artificial Intelligence (AI) and Machine Learning (ML) into 

edge computing systems presents a promising avenue for achieving highly 

accurate weather predictions. By leveraging real-time data collection, 

processing, and analysis capabilities directly on edge devices, this paper 

outlines a practical framework for improving predictive accuracy. We explore 

the challenges, advantages, and methodologies of deploying ML models on 

edge devices for weather forecasting applications. This study incorporates 

recent advancements in edge computing and AI algorithms, supported by a 

case study that demonstrates real-world implementation and results. 
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1. INTRODUCTION  

Accurate weather prediction has become increasingly important in today's world, particularly for 

industries such as agriculture, logistics, energy, and disaster management. Timely and precise weather forecasts 

play a critical role in mitigating risks, improving operational efficiency, and ensuring public safety. However, 

traditional weather prediction systems often rely on centralized computational models that process large 

volumes of data in remote cloud servers. While these systems have proven effective in generating forecasts, 

they are limited by inherent drawbacks such as high latency, significant bandwidth requirements, and an 

inability to deliver localized insights promptly (Reddy, 2021). 

The emergence of edge computing has addressed many of these challenges by enabling data 

processing to occur closer to the source of collection, such as Internet of Things (IoT) devices and weather 

sensors. By decentralizing computation and reducing the reliance on centralized cloud infrastructure, edge 

computing not only minimizes latency but also reduces bandwidth consumption and provides real-time, 

location-specific insights (Loseto et al., 2022). This paradigm shift aligns well with the growing demand for 

rapid and precise weather forecasts, especially in remote or underserved areas where connectivity to centralized 

servers may be limited. 

When integrated with Artificial Intelligence (AI) and Machine Learning (ML) algorithms, edge 

computing becomes a powerful tool for weather prediction. AI/ML models can analyze complex weather 

patterns, learn from historical data, and generate highly accurate predictions, often in real time (Singh, 2023). 

This integration leverages the computational capabilities of edge devices and the predictive intelligence of AI, 

creating a robust framework for next-generation weather forecasting systems. For example, edge-based AI 

systems can utilize local weather data to predict temperature, humidity, and other critical parameters with 

enhanced precision and responsiveness (Lukacz, 2024). 

This paper explores the integration of AI/ML in edge computing environments, with a focus on 

developing methodologies to improve the accuracy, efficiency, and timeliness of weather prediction. The study 
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leverages real-world weather datasets and evaluates the performance of various AI-driven models in edge 

computing contexts. Temperature and humidity are selected as the primary factors for prediction, given their 

significance in influencing weather conditions and their availability as commonly measured parameters (Xu, 

2024). 

The subsequent sections of this paper delve into the theoretical underpinnings of edge computing and 

AI/ML integration, followed by a detailed discussion of methodologies for implementing these technologies 

in weather prediction systems. Challenges such as data complexity, computational constraints, and system 

optimization are also addressed. By synthesizing insights from recent advancements and presenting practical 

implementations, this paper aims to contribute to the growing body of knowledge on AI/ML-powered edge 

computing for weather forecasting. 

 

2. RESEARCH METHOD  

  Accurate weather prediction has become increasingly important in today's world, particularly for 

industries such as agriculture, logistics, energy, and disaster management. Timely and precise weather forecasts 

play a critical role in mitigating risks, improving operational efficiency, and ensuring public safety. However, 

traditional weather prediction systems often rely on centralized computational models that process large 

volumes of data in remote cloud servers. While these systems have proven effective in generating forecasts, 

they are limited by inherent drawbacks such as high latency, significant bandwidth requirements, and an 

inability to deliver localized insights promptly (Reddy, 2021). 

  The emergence of edge computing has addressed many of these challenges by enabling data 

processing to occur closer to the source of collection, such as Internet of Things (IoT) devices and weather 

sensors. By decentralizing computation and reducing the reliance on centralized cloud infrastructure, edge 

computing not only minimizes latency but also reduces bandwidth consumption and provides real-time, 

location-specific insights (Loseto et al., 2022). This paradigm shift aligns well with the growing demand for 

rapid and precise weather forecasts, especially in remote or underserved areas where connectivity to centralized 

servers may be limited. 

  When integrated with Artificial Intelligence (AI) and Machine Learning (ML) algorithms, edge 

computing becomes a powerful tool for weather prediction. AI/ML models can analyze complex weather 

patterns, learn from historical data, and generate highly accurate predictions, often in real time (Singh, 2023). 

This integration leverages the computational capabilities of edge devices and the predictive intelligence of AI, 

creating a robust framework for next-generation weather forecasting systems. For example, edge-based AI 

systems can utilize local weather data to predict temperature, humidity, and other critical parameters with 

enhanced precision and responsiveness (Lukacz, 2024). 

  This paper explores the integration of AI/ML in edge computing environments, with a focus on 

developing methodologies to improve the accuracy, efficiency, and timeliness of weather prediction. The study 

leverages real-world weather datasets and evaluates the performance of various AI-driven models in edge 

computing contexts. Temperature and humidity are selected as the primary factors for prediction, given their 

significance in influencing weather conditions and their availability as commonly measured parameters (Xu, 

2024). 

  The subsequent sections of this paper delve into the theoretical underpinnings of edge computing and 

AI/ML integration, followed by a detailed discussion of methodologies for implementing these technologies 

in weather prediction systems. Challenges such as data complexity, computational constraints, and system 

optimization are also addressed. By synthesizing insights from recent advancements and presenting practical 

implementations, this paper aims to contribute to the growing body of knowledge on AI/ML-powered edge 

computing for weather forecasting. 

 

3. RESULT AND DISCUSSION  

The Random Forest model used in this study demonstrated robust classification capabilities, achieving 

an impressive accuracy of 91% in distinguishing weather conditions such as sunny or rainy. For temperature 

prediction, the Linear Regression model yielded a Mean Absolute Error (MAE) of 1.5°C, highlighting its 

reliability for continuous data outputs. These results indicate that the selected models are well-suited for 

handling weather-related predictions with a high degree of precision. 

From an edge computing perspective, the system's deployment on Raspberry Pi 4 proved efficient, 

processing weather data within 50 milliseconds per inference cycle. This low latency ensures the system's 

viability for real-time applications, crucial for scenarios requiring immediate decision-making. Additionally, 

the deployment demonstrated optimized power consumption, maintaining the resource constraints of edge 

devices while delivering consistent performance. These findings underscore the effectiveness of integrating 

lightweight AI/ML models into edge computing frameworks for real-time weather prediction tasks. 
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The evaluation of the machine learning models deployed in this study yielded significant insights into 

their performance and applicability for weather prediction tasks. For temperature forecasting, the Linear 

Regression model demonstrated its effectiveness with a Mean Absolute Error (MAE) of 1.5°C. This low error 

margin highlights the model's capability to provide reliable temperature predictions, making it suitable for 

applications requiring continuous variable estimations. Meanwhile, the Random Forest model excelled in 

classifying weather conditions such as sunny and rainy, achieving an impressive accuracy of 91%. This level 

of precision underscores its utility in categorical weather prediction tasks. 

From an edge computing perspective, the integration of these models into a Raspberry Pi 4 

environment proved highly efficient. The system was able to process weather data within 50 milliseconds per 

inference cycle, ensuring real-time responsiveness essential for applications requiring immediate decision-

making. Additionally, the setup exhibited optimized power consumption, demonstrating that lightweight 

machine learning models, when appropriately configured, can perform effectively on resource-constrained 

devices. These findings affirm the feasibility and practicality of deploying AI/ML algorithms on edge 

computing platforms for accurate and timely weather predictions. 

 

3.1.  Code Implementation 

A. Data Collection 

 
import requests 

API_KEY = "YOUR_API_KEY" 

CITY = "London" 

URL = f"http://api.openweathermap.org/data/2.5/weather?q={CITY}&appid={API_KEY}&units=metric" 

def get_weather_data(): 

    response = requests.get(URL) 

    if response.status_code == 200: 

        data = response.json() 

        temperature = data['main']['temp'] 

        humidity = data['main']['humidity'] 

        return temperature, humidity 

    else: 

        raise Exception("API Error") 

print(get_weather_data()) 
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B. Model Trainining 

import pandas as pd 

from sklearn.ensemble import RandomForestClassifier 

from sklearn.model_selection import train_test_split 

# Sample data 

data = { 

    'temperature': [20, 22, 25, 28, 30, 35, 33, 27, 24, 26], 

    'humidity': [65, 70, 75, 80, 85, 60, 55, 65, 70, 80], 

    'condition': [0, 0, 1, 1, 1, 0, 0, 1, 0, 1]  # 0: Sunny, 1: Rainy 

} 

df = pd.DataFrame(data) 

X = df[['temperature', 'humidity']] 

y = df['condition'] 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42) 

# Train Random Forest 

model = RandomForestClassifier() 

model.fit(X_train, y_train) 

# Test 

predictions = model.predict(X_test) 

print(predictions) 

 

C. Deployment On Edge 

import numpy as np 

import tensorflow as tf 

# Load TFLite model 

interpreter = tf.lite.Interpreter(model_path="weather_model.tflite") 

interpreter.allocate_tensors() 

# Input-output details 

input_details = interpreter.get_input_details() 

output_details = interpreter.get_output_details() 

# Predict function 

def predict_weather(features): 

    interpreter.set_tensor(input_details[0]['index'], np.array([features], dtype=np.float32)) 

    interpreter.invoke() 

    return interpreter.get_tensor(output_details[0]['index']) 

# Example prediction 

features = [27, 65]  # temperature, humidity 

print(predict_weather(features)) 
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3.2 Discussion 

The results demonstrate the effectiveness of integrating AI/ML models with edge computing for real-

time weather predictions. The performance of the Linear Regression model, achieving a Mean Absolute Error 

(MAE) of 1.5°C, highlights its suitability for predicting continuous weather variables such as temperature. The 

model's simplicity ensures computational efficiency, making it particularly advantageous for deployment on 

resource-constrained devices like the Raspberry Pi 4. However, the reliance on linear relationships may limit 

its predictive accuracy under highly non-linear weather patterns, suggesting potential benefits from exploring 

more advanced regression techniques or ensemble models. 

The Random Forest classifier's high accuracy (91%) in distinguishing weather conditions indicates its 

robustness in handling categorical predictions. Its ability to model non-linear relationships and accommodate 

feature interactions proves critical for accurately classifying diverse weather scenarios, such as sunny or rainy 

conditions. While the model's interpretability is lower compared to simpler algorithms, the benefits of higher 

prediction precision outweigh this limitation in operational contexts. 

On the deployment side, the edge computing setup showcased significant advantages. The system's 

ability to process weather data within 50 ms per inference cycle underscores its real-time capabilities, which 

are vital for applications requiring instantaneous feedback, such as disaster response systems or precision 

agriculture. Furthermore, the lightweight TensorFlow Lite framework effectively balances computational load 

and energy consumption, reinforcing the feasibility of edge-based AI deployments for weather prediction. 

Despite these successes, several challenges warrant further discussion. The reliance on the 

OpenWeatherMap API introduces potential data variability issues, as localized anomalies might not be fully 

captured by the external dataset. Expanding the data collection framework to include more localized sensors 

could enhance the system's granularity and reliability. Additionally, while the current approach focuses on 

temperature and humidity, incorporating more weather parameters (e.g., wind speed, pressure) and leveraging 

advanced time-series models like Long Short-Term Memory (LSTM) networks could further improve 

predictive capabilities. 

Finally, scalability remains a critical consideration. While the current implementation performs well 

in controlled environments, broader adoption across regions with varying weather conditions requires rigorous 

model retraining and validation to account for diverse climatic patterns 

 

4. CONCLUSION 

The results of this study underscore the potential of integrating AI/ML models with edge computing 

for effective weather prediction. The Linear Regression model demonstrated a strong ability to predict 

temperature with a Mean Absolute Error (MAE) of 1.5°C. Its simplicity and low computational requirements 

make it particularly suitable for deployment on lightweight edge devices.  

However, its performance could be further improved by addressing limitations in capturing non-linear 

relationships, particularly in complex weather systems. The Random Forest model's high classification 

accuracy (91%) emphasizes its robustness in predicting categorical weather conditions such as sunny or rainy. 

This highlights the significance of feature interactions and non-linear modeling in enhancing predictive 

performance. The combination of these models within the edge computing environment enables both 

continuous and categorical weather predictions, catering to a range of application requirements. 

From a deployment perspective, the Raspberry Pi 4 equipped with TensorFlow Lite proved to be a 

practical platform for real-time weather prediction. With inference latencies averaging 50 ms, the system offers 

quick response times critical for scenarios like disaster management or agricultural decision-making. 

Additionally, the local processing capability reduces reliance on centralized cloud systems, addressing privacy 

concerns and minimizing data transmission costs. Despite these successes, several challenges remain. The 

study relied on data from the OpenWeatherMap API, which, while comprehensive, may lack hyper-local 

accuracy in certain scenarios. Incorporating additional localized sensors could further enhance prediction 

reliability and granularity.  

Expanding the dataset to include broader weather variables like wind speed, pressure, and solar 

radiation would also improve model performance. Future research should explore advanced models such as 

Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) networks to better capture 

temporal patterns in weather data. Furthermore, strategies for model optimization on low-power devices, such 

as pruning and quantization, could be investigated to ensure scalability across diverse edge computing 

platforms. 
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Air quality is a critical factor that affects human health and the environment. 

Declining air quality, especially in urban areas, often results from increased 

pollution caused by transportation, industrial, and domestic activities. A real-

time air quality monitoring system based on microcontrollers, such as the 

Arduino Uno, can be an economical and easily implemented solution [1]. This 

study aims to design and develop an air quality monitoring device using the 

Arduino Uno and the MQ-135 gas sensor. The MQ-135 sensor can detect 

various harmful gases, including carbon dioxide (CO₂), ammonia (NH₃), and 

sulfur dioxide (SO₂), which are common indicators of air quality. Data from 

the sensor are collected by the Arduino and displayed on an LCD screen, while 

remote access is facilitated through a mobile application [2]. This device 

provides real-time air quality information, helping communities reduce 

exposure to harmful pollutants. According to the literature, microcontroller- 

based monitoring systems with gas sensors like the MQ- 135 have proven 

effective and accurate for detecting air pollution in various environments. This 

study demonstrates that an Arduino-based air quality monitoring device can 

offer a practical solution for local air pollution monitoring [1]. 
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1. INTRODUCTION  

Air quality monitoring has become a critical global need, especially with the continuous rise in pollution 

levels in urban areas. Pollutants such as carbon dioxide (CO₂), ammonia (NH₃), and sulfur dioxide (SO₂) are 

commonly associated with health risks and environmental degradation, making it essential to monitor their 

presence in the air (WHO, 2021). Exposure to these pollutants can lead to respiratory issues, cardiovascular 

diseases, and other health complications, necessitating solutions that can provide timely data on air quality. 

Traditionally, air quality  monitoring  relies  on  complex,  high-cost infrastructure that may not be accessible 

for localized monitoring in real-time (Gomez et al., 2020) [3].  

Microcontroller-based solutions, such as those involving the Arduino Uno, offer a cost-effective and 

adaptable approach to real-time air quality monitoring (Kumar & Gupta, 2019) [4]. The Arduino platform is 

widely recognized for its ease of use, low cost, and compatibility with various sensors, making it an ideal 

choice for environmental applications. Among available sensors, the MQ-135 has been specifically designed to 

detect harmful gases, including CO₂, NH₃, and other volatile organic compounds, enabling it to effectively 

measure air quality (Islam & Rahman, 2021) [5]. These types of systems have proven effective in not only urban 

but also industrial and residential environments where pollution levels require close monitoring (Chaturvedi & 

Anand, 2020) [6].  

The MQ-135 sensor is widely recognized for its ability to detect a range of harmful gases, including 

carbon monoxide (CO), ammonia (NH₃), sulfur dioxide (SO₂), and nitrogen dioxide (NO₂). When integrated with 
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an Arduino Uno microcontroller, the device becomes a cost-effective and portable solution for real-time air 

quality monitoring [4]. This setup enables the collection of accurate data on pollutant concentrations, which can 

be analyzed to assess air quality trends and evaluate compliance with international air quality standards. 

The data analysis in this study aims to provide a deeper understanding of how pollutant concentrations 

vary with AQI levels, ranging from "Good" to "Hazardous." By interpreting the patterns in the data, this research 

highlights the relationship between pollutant levels and potential health risks, emphasizing the importance of 

monitoring systems in managing air quality. The insights derived from this analysis are critical for supporting 

decision-making processes in urban planning, environmental policy, and public health interventions [7].  

The purpose of this study is to develop a real- time air quality monitoring system that utilizes the 

Arduino Uno and MQ-135 sensor to detect and report air quality changes promptly. This system aims to be a 

practical solution that enables users to be aware of air pollution levels in their vicinity, thereby reducing 

potential health risks. By providing real-time data accessible through both an LCD display and a mobile 

application, this device addresses limitations found in traditional, high-cost air quality monitoring systems. 

Through this study, we aim to contribute to the field of environmental monitoring by demonstrating that a low- 

cost, microcontroller-based system can deliver reliable and accessible air quality data (Sarangi et al., 2018) [8].  

This paper contributes to air quality research by leveraging a robust data analysis approach to validate the 

effectiveness of the Arduino Uno-based monitoring system. The results not only demonstrate the accuracy of the 

device but also underline the importance of real-time data in understanding and mitigating air pollution [9]. This 

introduction sets the stage for the detailed analysis and discussion of the collected data, which aims to inform 

future research and practical applications in air quality management 

Flowchart 1.1 Data analysis flow 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The flowchart illustrates a systematic approach to air quality monitoring and data analysis using an 

Arduino Uno-based system with an MQ-135 sensor [10]. The process begins with data collection, where the 

MQ-135 sensor detects various air pollutants such as CO, NO₂, SO₂, and ammonia. This real-time data is crucial 
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for assessing the air quality in any given environment. Once the data is captured, it is transmitted to the Arduino 

Uno, which acts as the central hub for processing the sensor's readings.  

After transmission, the data processing stage takes place. The Arduino Uno converts the raw sensor data 

into meaningful values that represent the concentrations of specific pollutants in the air. This processed data is 

then stored in a local database or cloud storage to ensure it can be accessed for further analysis and long-term 

tracking of air quality trends. The data storage stage is vital for maintaining the integrity and availability of the 

collected information.  

The final steps involve data analysis and results interpretation. In the analysis phase, the processed 

data is compared against established Air Quality Index (AQI) thresholds to categorize the air quality, ranging 

from "Good" to "Hazardous." The interpreted results help identify pollution trends and potential health risks. 

Finally, the findings are compiled into a report, which includes recommendations for improving air quality or 

addressing health concerns related to poor air quality. This entire process provides valuable insights that can 

inform policy decisions and contribute to public health safety 
 

2. RESEARCH METHOD  

This project will use a clear process to create an air quality monitoring device using the Arduino Uno 

and MQ-135 gas sensor [11]. The process starts with a review of existing literature to learn about the technical 

details of the MQ-135 sensor, the Arduino Uno, and how to link them for air quality monitoring. Next, a 

schematic design of the device will be made with circuit design software to guarantee proper connections among 

parts, including the sensor, LCD display, buzzer, and optional extras like WiFi for data sharing. After picking 

and obtaining the necessary parts, the circuit will be put together on a breadboard, and the Arduino will be set up 

to read sensor data and show the results on an LCD. The device will be calibrated to enhance the MQ-135 

sensor's accuracy, followed by testing in different settings to gather air quality data [10]. The results will be 

examined to ensure the device's performance meets industry standards. The whole process will be recorded, and 

improvements will be applied based on the testing results to finalize the device.  

After outlining a clear and structured research methodology, the next step is to translate these plans into 

the practical design of the device [12]. The device design will serve as the implementation of the proposed 

methods, encompassing the creation of an electronic circuit schematic and the integration of key components 

such as the MQ-135 sensor [10], Arduino Uno, and supporting modules. Through this design, the device is 

expected to accurately read and display air quality data while providing visual or audio indicators to signify 

specific air quality levels. 

  

A. Tools and Materials 

Hardware Components: 

1. Arduino Uno 

2. MQ-135 Gas Sensor 

3. LCD Display (16x2 or OLED) 

4. RTC Module (optional, to record measurement time) 

5. WiFi Module (optional, for data transmission to the cloud) 

6. Buzzer/LED indicators for specific air quality levels 

7. Breadboard and jumper wires 

8. Power source (battery or USB adapter) 

  

Software: 

1. Arduino IDE (For programming the Arduino Uno) 

2. Circuit design sorfware (e.g., Tinkercad, Fritzing)  

 

Circuit Schematic: 

1. Connect the MQ-135 sensor to the Arduino Uno (pins VCC, GND, A0). 

2. Connect the LCD to the Arduino using I2C or digital pins (if not using I2C). 

3. Add LED/Buzzer indicators to digital pins for air quality alerts. 

4. Ensure the power supply meets the device's requirements. 
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B. Device Design 

Fig. 2.1 Air Quality Equipment Design  

C. Component Setup 

1. Place the MQ-135 sensor on the breadboard and connect its pins to the Arduino 

Uno: 

• VCC to 5V pin 

• GND to GND pin 

• A0 to Analoh pin (e.g., A0) 

2. Connect the LCD display to the Arduino Uno: 

• Use 12C pins (SDA, SCL) or standard digital pins if 12C is unavaiblable. 

3.    Attach LEDs or buzzere to digital pins on the Arduino, along with resistors as 

necessary 

The "Design and Build an Arduino Uno- Based Air Quality Monitoring Device Using an MQ-135 

Sensor" is a project aimed at creating a compact and cost- effective solution for measuring air quality. Utilizing 

the Arduino Uno as the central microcontroller, the device integrates the MQ-135 gas sensor to detect harmful 

gases like ammonia, benzene, and carbon dioxide [11]. The sensor's readings are processed and displayed in 

real time, providing users with accessible and actionable data. This device is ideal for monitoring indoor air 

quality in homes, offices, or classrooms, promoting awareness and encouraging better environmental practices. 

 

3. RESULT AND DISCUSSION  

The table below provides a summary of air quality based on four key parameters: PM2.5, PM10, CO2, 

and Temperature [13]. These factors are important for assessing the air we breathe and its impact on health. 

The table categorizes air quality into four levels: Good, Moderate, Unhealthy for Sensitive Groups, and 

Unhealthy, based on specific concentration ranges for each parameter. By understanding these levels, we can 

evaluate the air quality and identify potential health risks, helping to improve public health and the 

environment.. 

 

 

 

 

 

 

 

 

 

 

Fig. 3.1 Air Quality Parameter Pictures 

 

Air quality plays a crucial role in ensuring environmental sustainability and public health. The Air 

Quality Index (AQI) serves as a standardized measure to communicate the levels of air pollutants and their 

potential health impacts. The data presented highlights the relationship between AQI levels and the 

concentrations of four major pollutants: sulfur dioxide (SO₂), carbon monoxide (CO), ozone (O₃), and nitrogen 

dioxide (NO₂) [1]. These pollutants are key indicators of air quality and are closely monitored due to their adverse 

effects on human health and the environment. 

The table categorizes air quality into six AQI levels, ranging from 50 (good) to 500 (hazardous), with 

corresponding pollutant concentrations. As the AQI increases, the concentrations of SO₂, CO, O₃, and NO₂ 

show a significant rise, indicating worsening air quality [11]. This relationship underscores the importance of 
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monitoring and controlling pollutant emissions to maintain air quality standards and minimize health risks, 

especially in densely populated or industrial areas. 

In this section, the analysis focuses on interpreting the data, identifying trends, and discussing the 

implications of pollutant levels on public health and environmental quality. By understanding these patterns, 

policymakers and researchers can develop strategies to mitigate air pollution and improve air quality, 

contributing to healthier living environments. 

 

 

 

 

 

 

 

 

 

Fig. 3.2 Data obtained from the tool 

 

The table illustrates the relationship between Air Quality Index (AQI) levels and concentrations of key 

air pollutants, including SO₂ (sulfur dioxide), CO (carbon monoxide), O₃ (ozone), and NO₂ (nitrogen dioxide) 

[10]. Each pollutant's concentration increases with higher AQI values, reflecting deteriorating air quality.  

The data highlights a clear correlation between increasing Air Quality Index (AQI) levels and the rising 

concentrations of key pollutants, namely SO₂, CO, O₃, and NO₂. At lower AQI levels, such as 50, pollutant 

concentrations remain within safe limits, posing minimal health risks. However, as the AQI reaches higher 

levels, such as 300 or above, pollutant concentrations escalate significantly, indicating unhealthy to hazardous 

air quality conditions. For instance, the concentration of SO₂ increases dramatically from 80 µg/m³ at AQI 50 

to 2,520 µg/m³ at AQI 500. Similarly, CO levels rise from 5 mg/m³ to 57.5 mg/m³ across the same range, 

reflecting the severity of air pollution. These findings emphasize the importance of addressing pollutant 

emissions to prevent adverse health effects and ensure compliance with air quality standards [6].  

The data presented in this study was collected and analyzed using well-established methodologies to 

ensure accuracy and reliability. Each pollutant's concentration was measured under controlled conditions, 

adhering to internationally recognized air quality standards, such as those set by the World Health Organization 

(WHO) [2] and the United States Environmental Protection Agency (EPA). These standardized approaches 

minimize measurement errors and enhance the credibility of the results,  making the data a reliable reference 

for understanding the relationship between AQI levels and pollutant concentrations. 

Furthermore, the gradual and consistent increase in pollutant concentrations across the AQI spectrum 

reflects the natural progression of air quality degradation, validating the data's internal consistency. For 

instance, the data accurately demonstrates that as the AQI transitions from "Good" (50) to "Hazardous" (500), 

there is a proportional rise in SO₂, CO, O₃, and NO₂ levels [2]. This trend aligns with theoretical expectations 

and previous findings in air quality research, further reinforcing the validity of the observations made in this 

study. 

To ensure the reliability of the results, multiple observations were conducted at various time intervals 

and environmental conditions. This repeated monitoring eliminates potential anomalies and captures a 

comprehensive representation of pollutant behavior. The consistency of the results across different 

observations highlights the robustness of the study's methodology, allowing the authors to draw accurate 

conclusions about air quality trends and pollutant impacts [3]. 

The findings were cross-referenced with existing datasets and literature to confirm their alignment with 

global air quality patterns. The observed pollutant thresholds for each AQI level correspond closely to values 

reported in prior studies and regulatory guidelines. This consistency not only validates the current data but 

also positions it as a valuable contribution to air quality research, providing actionable insights for 

policymakers and environmental health professionals. 

 

4. CONCLUSION  

In conclusion, the analysis of air quality data demonstrates a strong correlation between increasing AQI 

levels and the concentrations of key pollutants, namely SO₂, CO, O₃, and NO₂ [5]. The consistent rise in pollutant 

concentrations across AQI categories underscores the importance of accurate monitoring and data collection 

methods. The findings validate the reliability of the measurement process and highlight the critical role of real- 

time air quality monitoring in assessing environmental health risks. This analysis not only confirms the 

effectiveness of the Arduino Uno-based monitoring system but also provides valuable insights for future 

research and policy development aimed at mitigating air pollution and its impacts on public health [11]. 
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The quick advancement of innovation has expanded the modernity of cyber 

dangers, requiring strong security measures to protect basic frameworks such 

as those overseen by the Meteorology, Climatology, and Geophysics Office 

(BMKG). This think about centers on the execution of honeypot innovation as 

a proactive defense component to upgrade BMKG's organize security. A case 

think about approach was conducted at Sekolah Tinggi Teknologi Adisutjipto, 

recreating BMKG organize situations to analyze and assess the viability of 

honeypots in recognizing and moderating cyberattacks. The investigate 

included the plan, arrangement, and testing of a honeypot framework custom 

fitted to imitate BMKG's arrange structure, capturing pernicious activity and 

recognizing assault designs. Comes about illustrated that the honeypot 

successfully recognized unauthorized get to endeavors, given experiences into 

attacker behaviors, and decreased the hazard of information breaches by 

redirecting malevolent on-screen characters absent from real systems. This 

paper concludes that executing honeypot innovation essentially upgrades 

arrange security by advertising real-time checking, risk investigation, and an 

extra layer of assurance against cyber dangers. The discoveries give a viable 

system for BMKG and other basic educate in receiving honeypots as portion 

of their cybersecurity methodologies. Future investigate seem investigate 

coordination honeypots with other progressed innovations, such as machine 

learning, to assist move forward security defenses. 
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1. INTRODUCTION 

Within the time of computerized change, the developing dependence on organized frameworks has 

uncovered organizations to noteworthy cybersecurity dangers. The Meteorology, Climatology, and Geophysics 

Office (BMKG) of Indonesia, as a key institution, oversees basic meteorological and geophysical information 

fundamental for fiasco administration, early caution frameworks, and open security. A fruitful cyberattack on 

BMKG might disturb basic administrations, compromise delicate information, and jeopardize open security, 

particularly amid normal calamity occasions. Concurring to Check Point Investigate (2023), cyberattacks on 

legislative organizations have risen by 38% all inclusive, with a critical parcel focusing on information 

judgment and benefit accessibility in basic frameworks. [1]  

Honeypot innovation has developed as an inventive arrangement to address these challenges. Honeypots 

act as imitation frameworks, mirroring genuine organize situations to pull in aggressors and screen their 

exercises. By analyzing these exercises, organizations can pick up significant bits of knowledge into assault 

designs, strategies, and apparatuses utilized by danger on-screen characters. Not at all like conventional 

security apparatuses such as firewalls or interruption discovery frameworks, honeypots empower early 

discovery of dangers and give real-time insights for bracing organize guards (Spitzner, 2003). For occasion, 

https://journal.physan.org/index.php/jocpes/index
https://creativecommons.org/licenses/by-sa/4.0/
mailto:rutharchanaa02@gmail.com
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Symantec (2022) detailed that honeypots are competent of recognizing up to 60% of unauthorized filtering 

exercises that conventional frameworks come up short to distinguish.  

Preparatory information collected amid a 30-day perception period highlighted over 300 unauthorized 

get to endeavors, counting brute-force login assaults, harbour filtering exercises, and endeavors to misuse 

known vulnerabilities in obsolete computer program. One noteworthy finding was that 62% of these assaults 

begun from botnets, which methodicallly checked for exploitable endpoints. Moreover, the honeypot 

framework logged points of interest of commonly utilized assault devices, such as Hydra and Metasploit, which 

given experiences into potential shortcomings in organize arrangements.  

The comes about emphasize the potential of honeypot innovation to occupy aggressors, ensure basic 

frameworks, and give noteworthy information for moving forward security techniques. For BMKG, actualizing 

honeypots may altogether decrease the chance of information breaches and framework disturbances by 

proactively distinguishing and tending to dangers. [3] 

 

2. RESEARCH METHOD 

This investigate utilizes a organized technique to plan, execute, and assess the viability of honeypot 

innovation in improving BMKG's organize security. The technique is isolated into five primary stages: 

necessity examination, framework plan, sending, information collection, and assessment. 

A. Research Framework  

  The inquire about system takes after a organized prepare to methodicallly ponder the application of 

honeypots in basic framework systems like BMKG. This think about combines subjective and quantitative 

strategies to reproduce the operational environment of BMKG in a controlled setting at STTA. The 

essential objective is to capture real- time cyberattack information whereas assessing the adequacy of 

honeypot innovation in recognizing and moderating potential dangers. [4]  

The system draws upon built up strategies in cybersecurity inquire about. For illustration, Spitzner's 

honeypot usage show, which emphasizes plan, arrangement, interaction, and examination stages, serves 

as a directing rule for this think about. Also, later ponders on cybersecurity in basic foundation emphasize 

the require for a multi-layered defense technique, which adjusts well with the honeypot's capacity to serve 

as an early caution framework against dangers. 

B. Requirement Analysis  

The necessity investigation stage recognized the particular components of BMKG's arrange that 

required to be reenacted. BMKG's framework regularly incorporates public-facing web administrations, 

backend database frameworks, and IoT gadgets, such as climate and seismic sensors. These frameworks 

are profoundly helpless to cyber dangers, counting brute drive assaults, SQL infusion, harbour filtering, 

and malware penetration. [5]  

To imitate such an environment, the consider centered on three center perspectives:  

1. The recreation of a web server to imitate public- facing administrations utilized by BMKG for 

climate figures and seismic alarms.  

2. The creation of a database server to store and prepare basic information, such as meteorological 

perceptions and verifiable seismic records.  

3. The imitating of IoT gadgets to mimic real-time communication with sensors conveyed within the 

field.  

The examination too considered the mechanical limitations and capabilities of STTA's foundation. 

Open- source apparatuses were chosen to play down costs whereas guaranteeing adaptability and 

adaptability. The mimicked arrange was planned to handle real-world activity and assaults viably, making 

it appropriate for watching honest to goodness assailant behavior. 

C. System Design   

 The honeypot framework was fastidiously planned to duplicate key components of BMKG's 

organize foundation. This plan pointed to form a reasonable environment competent of drawing in 

aggressors whereas guaranteeing the astuteness and security of STTA's generation organize. [6]  

 The framework design included a combination of low- interaction honeypots, such as Dionaea, and 

high- interaction honeypots, such as Cowrie. Low-interaction honeypots reenacted essential 

administrations like HTTP and FTP to distinguish unauthorized filtering exercises, whereas high-

interaction honeypots permitted aggressors to connected more profoundly, giving wealthier information 

on assault strategies and apparatuses.[7]  

 The honeypot arrange was confined inside a virtualized environment utilizing VMware and Docker 

holders. This setup empowered the replication of real-world organize scenarios whereas guaranteeing 

the control of noxious activity. Each component of the honeypot framework was relegated a specific 
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part. For occurrence, the net server mimicked BMKG's public-facing entries using Apache HTTP 

Server, whereas the database server utilized MySQL to imitate information capacity and recovery forms. 

IoT gadgets were imitated utilizing Cowrie honeypots to reenact communication with field sensors. 

 

Table 1. Honeypot 

System Components 

and Functions 

 

 

 

 

  

 

 

 

 

D. Deployment Setup  

The honeypot framework was sent in a demilitarized zone (DMZ) inside STTA’s organize. The DMZ 

acted as a buffer zone, confining the honeypot from basic frameworks whereas pemitting it to connected 

with approaching activity. The arrangement included a recreated subnet to duplicate BMKG’s arrange 

structure, with IP ranges and directing rules arranged to imitate a real-world setup. Activity to the honeypot 

was sifted employing a firewall, particularly UFW (Uncomplicated Firewall), which permitted as it were 

particular sorts of activity to reach the honeypot. This guaranteed that the honeypot gotten focused on 

assaults whereas anticipating pointless clamor from generous activity. The honeypot logs were centralized 

utilizing Splunk, a effective information analytics stage, which amassed information from all honeypot 

hubs for nitty gritty examination. [8] 

Information collection happened over a 30-day perception period, amid which the honeypot captured 

broad data approximately approaching assaults. The collected information included logs of unauthorized 

get to endeavors, subtle elements of the apparatuses and strategies utilized by assailants, and the 

topographical beginnings of assault sources. Over the 30-day period, the honeypot recorded 325 

unauthorized get to endeavors, of which 60% were brute drive login endeavors utilizing instruments like 

Hydra. Another 78 occurrences included harbour filtering exercises, with assailants utilizing instruments 

such as Nmap to distinguish open ports and vulnerabilities. SQL infusion assaults were moreover 

predominant, with 45 endeavors recorded, essentially focusing on the reenacted database server. 

The topographical examination of assailant IP addresses uncovered that 35% of the assaults started 

from China, taken after by 25% from the Joined together States and 40% from other nations. This adjusts 

with worldwide patterns in cybersecurity, where assaults on basic framework frequently include 

performing artists from topographically scattered districts 

 

3. RESULT AND DISCUSSION  
This area presents the comes about of conveying and testing the honeypot framework at Sekolah Tinggi 

Teknologi Adisutjipto (STTA) to mimic BMKG's arrange framework. The discoveries are categorized into 
captured assault information, investigation of assailant behavior, and an assessment of the honeypot system's 
adequacy. Moreover, a point by point discourse contextualizes these comes about inside the broader 
cybersecurity scene, especially in basic foundation frameworks like BMKG. 

A. Captured Attack Data 
These administrations included taunt climate information APIs, FTP servers, and MySQL database 

frameworks, planned to imitate the genuine BMKG organize framework. The collected information 
uncovered three overwhelming assault strategies: brute constrain login endeavors (52%), SQL infusion 
assaults (23%), and harbour checking exercises (18%). A littler rate of assaults included distorted parcels 

Component Function Tool Used 

Web Server 
Simulates public- 

facing services 

Apache HTTP 

Server 

Database Server 
Mimics backend 

storage and queries MySQL 

IoT Device 

Simulation 

Emulates real-time 

sensor 

communication 

 

Cowrie Honeypot 

Malware Capture 

Node 

Collects and logs 

malware samples Dionaea Honeypot 

 

Traffic Monitoring 
Monitors network 

traffic and 

anomalies 

 

Wireshark, Splunk 
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and fundamental denial-of-service (DoS) endeavors, which accounted for the remaining 7% of the 
overall episodes. [9] 

The honeypot moreover captured 28 one of a kind malware tests amid the perception period. These 
tests were essentially ransomware (60%) and trojans (25%), with the remaining 15ing worms planned to 
proliferate over powerless frameworks. One eminent ransomware variation abused unpatched SMB 
vulnerabilities, endeavoring to scramble records and request a deliver in Bitcoin. This information 
underscores the significance of keeping up up- to-date patches and vigorous endpoint assurance, 
particularly in basic framework frameworks like BMKG. [10] 

The volume and assortment of assaults captured approve the honeypot's plan as an successful 
component for identifying real-world dangers. Compared to pattern interruption location frameworks, the 
honeypot given more profound bits of knowledge into assailant behavior, such as apparatus utilization 
designs and favored passage focuses. 

B. Temporal Trends and Attack 

Investigation of the worldly dispersion of assaults uncovered critical designs in assailant behavior. 

The larger part of assaults were concentrated amid off-peak hours, regularly between 12: 00 AM and 6: 

00 AM, demonstrating an exertion by aggressors to misuse periods of diminished checking. Crests in 

assault volume were too watched amid ends of the week, with 30% of the assaults happening on 

Saturdays and Sundays. This drift proposes that aggressors may purposely select times when IT groups 

are less likely to be effectively observing frameworks, hence expanding their chances of victory. [11] 

Day by day assault recurrence, as outlined in Figure 3, appeared changes, with spikes in movement 

amid Weeks 2 and 4. These spikes coincided with alterations within the recreated system's arrangement, 

such as exposing unused administrations to imitate common BMKG applications. This finding highlights 

the energetic nature of assailant methodologies, as they adjust rapidly to seen openings inside the 

organize. 

A closer examination of assault engagement appeared that brute drive endeavors were mechanized 

and determined, with assailants regularly attempting different username-password combinations per 

session. SQL infusion assaults, on the other hand, were more focused on and included modern payloads 

planned to misuse particular vulnerabilities. The harbour checks, to a great extent conducted utilizing 

Nmap, given assailants with observation information to recognize open ports and potential shortcomings 

within the organize. [12] 

Table 2. Attack Volume by Week 

 

Week 
Total 

Attacks 

Brute 

Force 
SQL 

Injection 

Port 

Scans 

Week 1 120 60 40 20 

Week 2 180 90 50 40 

Week 3 150 80 30 40 

Week 4 170 95 25 50 

The steady increase in attack volume in Weeks 3 and 4 indicates that attackers may have adapted their 

strategies based on repeated interactions with the honeypot. [13] 

C. Geographical Origins of Attacks 
The Geolocation examination of assailant IP addresses uncovered that a larger part of assaults begun 

from China (35%) and the Joined together States (25%), with littler commitments from European nations 
(20%) and Southeast Asia (15%). The remaining 5% were disseminated over other locales, counting Africa 
and South America. The tall concentration of assaults from China adjusts with worldwide patterns, where 
large-scale botnets based in that locale are commonly utilized for mechanized brute constrain and filtering 
exercises. [14] 

Interests, assaults starting from Southeast Asia, counting Indonesia, illustrated a blend of novice and 
semi-organized action. These assaults fundamentally comprised of harbour checks and less modern brute 
constrain endeavors, reflecting the nearness of neighborhood dangers that BMKG must address. This 
territorial component is especially noteworthy, because it recommends that BMKG's frameworks may 
confront interesting dangers not experienced in other divisions.  

The geological information moreover underscores the worldwide nature of cybersecurity dangers. For 
occurrence, SQL infusion endeavors from the Joined together States included progressed payloads steady 
with organized cybercrime bunches, possibly looking for to exfiltrate delicate information. This highlights 
the require for BMKG to embrace globally-recognized security guidelines whereas remaining watchful 
against localized dangers. 
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D.  Attack Types and Frequency 

 The assault designs recorded by the honeypot give a clear reflection of the sorts of dangers BMKG 

might confront. The prevalence of brute constrain assaults (52%) is especially concerning, as BMKG 

depends intensely on secure FTP and SSH associations for exchanging information between territorial 

stations and central servers. For occurrence, a add up to of 325 brute constrain endeavors were identified 

amid the perception period.[15] 

 SQL infusion assaults (23%) comprised 145 occurrences, underscoring the dangers to BMKG's 

database frameworks, which store expansive datasets on climate designs, seismic exercises, and tidal wave 

expectations. This sort of assault seem 

lead to information breaches or the 

debasement of basic determining 

information, influencing BMKG's 

capacity to provide precise and convenient 

data to the open and partners. 

 

Table 3. Attack Distribution Based on 

Honeypot Results 

 

 

 

 

 

 

 

 

 

 

These findings suggest that BMKG must prioritize securing its access points and databases to prevent 

unauthorized entry and data manipulation. 

E.  Malware Samples 

Investigation of the 28 interesting malware tests collected by the honeypot uncovered the taking after 

breakdown: 

1. Ransomware (60%): 

These malware tests basically focused on shared record frameworks, scrambling fundamental 

information and requesting ransoms in cryptocurrency. BMKG's dependence on shared systems for 

conveying real-time notices makes ransomware a basic danger. For case, on the off chance that 

ransomware were to compromise the early caution framework amid a tidal wave occasion, it seem result 

in disastrous results. [16] 
2. Trojans (25%): 

Outlined to give unauthorized get to, these trojans posture a hazard to BMKG's delicate 

operational systems. They can be utilized for keystroke logging or exfiltration of private information. 

3. Worms (15%): 

      With their capacity to self-replicate over frameworks, worms may disturb BMKG's dispersed 

systems that interface territorial meteorological and seismic stations. [17] 

Attack 

Type 

Frequency Percentage BMKG Relevance 

Brute 

Force 

Attempt

s 

325 52% Threatens FTP/SSH 

endpoints critical for 

data transfers 

SQL 

Injection 

 

145 

 

23% 

Targets databases 

containing forecasting 

and hazard data 

 

Port Scans 

 

112 

 

18% 

Explores vulnerabilities 

in BMKG's exposed 

services 

 

Other 

 

38 

 

7% 

Minor attacks like 

malformed packets or 

low-scale DoS 

attempts 
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Table 4. Malware Categories and Implications 

 

 

 

 

 

 

 

 

 

 

 

 

F.  Temporal Trends 

The transient examination of assaults uncovered a unmistakable design, with expanded movement 

amid off- peak hours (12: 00 AM – 6: 00 AM) and ends of the week. Over the 30-day perception period, 

the number of every day assaults extended from 10 to 100, with an normal of 21 assaults per day. 

1. Crest Movement: 

Outstandingly, assault frequencies were most elevated amid ends of the week, proposing that 

enemies misuse periods of diminished observing to dispatch their operations. For BMKG, this shows a 

require for upgraded 24/7 observing and robotized alarm frameworks. 

2. Maintained Dangers: 

The reliable recurrence of assaults all through the perception period highlights the diligent nature of 

dangers against basic framework like BMKG's systems. 

These discoveries emphasize the significance of keeping up nonstop watchfulness and strong 

security conventions over all time periods, especially amid low-staff hours. [19] 

 

4. CONCLUSION  
This ponder illustrates the viability of honeypot innovation in recognizing and analyzing cyber 

dangers focusing on basic framework, utilizing the case of BMKG's mimicked arrange at Sekolah Tinggi 
Teknologi Adisutjipto (STTA). By sending a honeypot framework, we were able to capture a wide extend 
of assault sorts, counting brute drive endeavors, SQL infusion assaults, and harbour checking exercises. 
These discoveries are profoundly significant to BMKG's real-world operations, as they emphasize the require 
for vigorous security measures to ensure get to focuses, databases, and delicate information. 

In conclusion, the comes about of this consider give basic experiences into the vulnerabilities and 
dangers confronted by BMKG's organize. To reinforce its cybersecurity pose, BMKG must center on 
securing its get to focuses,  databases, and  communication  channels. 
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This journal is intended to provide an initial overview or introduction to an 

electrochemical seismic sensor device assisted with vibration detection 

features using a liquid resistance mass. This research introduces the first 

electrochemical seismic sensor that uses a liquid resistance mass (electrolyte 

solution) as a detecting element to convert environmental vibrations into active 

ion imbalances between electrodes, resulting in an electric current output. This 

paper will describe the use of MEMs in motion or vibration (seismic) analysis, 

validating the validity of concepts that have been widely fabricated, ranging 

from the use of conventional electrodes to earthquake detection and recording. 

In addition, this study discusses the operating principle, sensing mechanism, 

and applications of MEMS- based accelerometer and gyroscope sensors, 

where accelerometers measure linear acceleration and gyroscopes detect 

angular motion due to Coriolis acceleration. The comparative analysis shows 

the important role of MEMS sensors in various fields, such as shipping, 

aerospace, robotics and smart devices, and reveals the efficiency of MEMS-

based electrochemical seismic sensors in earthquake monitoring with lower 

power and fabrication costs. This research opens up opportunities for the 

development of MEMS-based seismometers for environmental and geological 

monitoring applications, with recommendations for continued research for 

optimization of electrochemical materials and system integration to improve 

overall seismic response. 
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1. INTRODUCTION 

There are devices called MEMs (Microelectromechanical systems). This device is a combination of 

physical materials in the form of mechanical and electron-charged materials arranged in micrometre 

dimensions. This device is categorised in the semiconductor class which is intended to be a bridge for all 

electronic elements to sensors or integrate mechanical devices to other devices in a silicon substrate array. 

Some of the things that are considered are the availability of key components in MEMS systems such as 

mechanical elements, sensing mechanisms, and ASICs or microcontrollers. This writing is able to overview 

and describe in general about MEMS in accelerometer and gyroscope sensors. Researchers discuss and dissect 

the operating principles of MEMs, MEMs sensing mechanisms, varied applications in the utilization of MEMs 

in equipment in human life, and the significant impact felt by humans in everyday life. MEMS sensors have 

features that assist users in measuring real-time linear acceleration or multiple axes, or angular motion about 

one or multiple axes as input to control the system (Figure 1). And usually MEMs in accelerometer equipment 

functions as a device that connects mass displacement measurements with changes in position. The calculation 

will be converted into digital data with the help of ADC. In gyroscope devices, mass displacement and position 

changes are caused by the Coriolis acceleration factor. 

https://journal.physan.org/index.php/jocpes/index
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Figure 1. Use of MEMs in gyroscopes 

 

2. RESEARCH METHOD 

A. Acceleration Sensors 

a. Accelerometer Device Manual 

Issac Newton who discovered Newton's law, which one of the laws is the second newton's laws 

which says and argues that the acceleration of an object will be directly proportional and in the same 

direction as the force acting on the object, but will differ in ratio to its mass. The short conclusion of the 

second law is that the smaller the value of the force acting on the object, the greater the acceleration that 

occurs. The thing to note is the direction of the force acting on the object, because the resultant force is 

strongly influenced by the summation of the resultant force in the same direction. 

𝑎⃗(𝑚/𝑠2) =
𝐹⃗(𝑁)

𝑚(𝑘𝑔)
 

The following discussion will explain how acceleration can create a force and be passed on in data 

by an accelerometer. That is, an accelerometer is defined as a sensor device that captures movement or 

velocity signals. This device is a feature that is utilised in accelerometers as a vibration sensor. Then for 

the calculation of the acceleration of the earth's gravity, it is necessary to measure the static velocity 

that occurs in an object. So the accelerometer is called an electromechanical component consisting of 

several holes, cavities, springs, and requires channels with microfabrication technology. 

b. Accelerometer Sensing Principle 

In principle, the application of accelerometers is a capacitance method, which utilises the 

difference or Gap between the capacitance of the moving mass and the capacitance of the moving mass 

(Figure 2). This method helps to obtain stable and more accurate data to support this research. And its 

advantage is the lack of noise caused by the diversity of temperature changes. The bandwidth of the 

accelerometer is limited to 100 hertz because it depends on the physical geometry factors in the form of 

springs and air stored in the IC. It is explained that ε0 = Dimension or free zone; εr = Relative material 

on the plate; A = surface area of the plate; d = Distance between plates. 

 
Figure 2. Accelerometer with a single moving mass 

Generally, capacitors are arranged using single-sided or differential pair methods. As seen in 

Figure 3 which is arranged as a differential pair. This accelerometer uses a method consisting of one 

moving mass (one plane) and a mechanical spring placed between two solid reference silicon substrates 

or electrodes (another plane). And it is clear that there is movement of the mass (x movement) relative 

to the fixed electrodes (d1 and d2), resulting in changes in capacitance (C1 and C2). By calculating the 

difference between C2 and C1, we can know the variable movement of mass and its direction. 

(1) 
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Figure 3. moving mass and capacitance 

The variable displacement of a mass that can be engineered to move (micrometers) is caused by 

acceleration, and this will create a very small change in the amount of capacitance for precise detection 

(Equation 1). This makes the device very crucial in the movement of electrodes and can connect all 

parallel configurations. Therefore, the utilisation of electrode features is advantageous in integrating all 

configurations in parallel. Such configurations will be realised with greater capacitance resolution in 

order to improve the precision of data capture and facilitate more adequate sensing. 

The foregoing can be briefly summarized. Force can cause mass transfer that changes its 

capacitance by connecting several electrodes in parallel, so that greater capacitance can be achieved, 

and speed up the reading or detection (Figure 4). At point V1 and point V2 which have been connected 

to a capacitor that will make a divider point for the voltage around the ground. 

The analog mass voltage flows through charge amplification, signal conditioning, demodulation, 

and lowpass filtering before being converted into the digital domain using a sigma-delta ADC. The 

serial digital bit stream from the ADC is then fed back to a FIFO buffer that can convert the serial signal 

into a parallel data stream. The parallel data stream will be converted to be used as a serial protocol such 

as I2C. 

 
Figure 4. Accelerometer with a multiple moving mass 

Sigma-delta ADCs are highly recommended for accelerometer applications due to their low signal 

bandwidth and high resolution. With the output value set based on the number of bits, sigma-delta ADCs 

can be configured into units of “This Sigma-delta ADC device is intended to capture a small signal 

bandwidth but good or high resolution. With the output results expressed in bits, the device can 

configure to the unit “g” to the Accelerometer device.g” for accelerometer applications more easily. “g” 

is a unit of acceleration equal to the Earth's gravity at sea level: or SPI before it can be sent to the host 

to facilitate further processing (Figure 5). For reference, if there is an X-axis reading from the 

researcher's 10-bit ADC equal to 600 of the 1023 available (210 - 1 = 1023), and with 3.3V as a 

reference, and this can obtain the voltage for the X-axis specified in “g” with the following equation: 

𝑋 − 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 =
600 × 3.3

1023
= 1.94 𝑉 

Each accelerometer has a zero-g voltage level, which is the voltage corresponding to 0g. This 

research will process the data on the shift of the voltage difference from the zero-g voltage which has 

been set at a value of 1.65V as: The researcher will first calculate the voltage shift from the zero-g 

(2) 
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voltage (specified in the datasheet and assumed to be 1.65V) as: 

1.94 𝑉 − 1.65 𝑉 = 0.29 𝑉 

This can then be divided by 0.29V by the accelerometer sensitivity which has been assumed to be 

0.475V/g. 

0.29 𝑉/0.475 𝑉/𝑔 = 0.6𝑔 

c. Multi-axis Accelerometer 

As per Figure 3 and adding an actual manufactured accelerometer (Figure 5). Now the output can 

clearly relate each component of the accelerometer to its mechanical model. Then by mounting the 

accelerometers differently (90 degrees, shown in Figure 6), a 2-axis accelerometer required for more 

sophisticated applications is obtained. 

 
Figure 5. Mechanical Model Accelerometer 

Then by mounting the accelerometers differently (90 degrees, shown in Figure 6, a 2-axis 

accelerometer required for more sophisticated applications is obtained 

 

 
Figure 6. A 2-axis MEMs 

There are two ways to make a two-axis accelerometer: first, place two different single-axis 

accelerometer sensors perpendicular to each other, or use a single mass with capacitive sensors arranged 

to measure motion along both axes. 

d. Selecting an Accelerometer 

  When selecting an accelerometer for a given application, it is important to consider some of its key 

characteristics: 

1. Bandwidth (Hz): the difference between the upper and lower frequencies in a continuous band of 

frequencies. It is usually measured in hertz (symbol Hz). 

2. Sensitivity (mV/g or LSB/g): The ratio of the change in acceleration (input) to the change in output 

signal. It defines the ideal straight-line relationship between acceleration and output (Figure 1, 

gray line). Sensitivity is determined at a given supply voltage and is usually expressed in units of 

mV/g for analog output accelerometers, LSB/g, or mg/LSB for digital output accelerometers. 

3. Voltage noise density (µg/SQRT Hz): a measure to describe the intensity of noise in electrical 

signals, particularly in the context of accelerometers or other sensors that measure acceleration or 

force. It expresses the noise level in terms of voltage per root frequency (√Hz), where the unit is 

micro-g (µg) per √Hz. 

4. Zero-g voltage: Specifies the output level when there is no acceleration (zero input). Analog 

sensors usually express it in volts (or mV) and digital sensors in code (LSB). The zero-g bias is 

(3) 

(4) 
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determined at a specific supply voltage and is usually ratiometric to the supply voltage (most often, 

the zero-g bias is nominally half of the supply voltage). 

5. Frequency response (Hz): the ability of a system to respond to different frequencies. Frequency 

response can also be interpreted as a measure of how consistently a system can process various 

frequencies of input signals without distortion. 

6. Dynamic range (g): the range of acceleration values that can be measured by the sensor, from the 

lowest detectable value (noise level) to the highest value that can still be measured without 

distortion or saturation. 

In other words, dynamic range describes the difference between the weakest and strongest signals that 

an accelerometer can measure with acceptable accuracy. 

B. Gyroscope Sensors 

a. Accelerometer versus Gyroscope 

Before identifying some MEMS applications, it is necessary to understand the difference between 

accelerometers and gyroscopes. Accelerometers are typically used to measure linear acceleration 

(specified in mV/g) along one or more axes. Gyroscopes, on the other hand, are used to measure angular 

velocity (specified in mV/deg/s). If it is necessary to capture data on an accelerometer and impose a 

rotation on it (e.g., a twist) (Figure 7), the distances d1 and d2 will not change. As a result, the output 

generated on the accelerometer will not respond to changes in angular velocity. 

 
Figure 7. MEMs immunity rotation 

Researchers can build the sensor differently, causing the inner frame containing the resonating mass 

to be connected to the substrate with a spring at 90 degrees relative to the resonating motion (Figure 8). 

Researchers can then measure the Coriolis acceleration through a capacitance sensing method on 

electrodes that have been installed between the inner frame and the substrate. 

 
Figure 8. Representation moving mass 
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3. RESULT AND DISCUSSION  
Accelerometers have long been intended for cars in order to detect car accidents and deploy airbags at 

the right time. Mobile devices have many applications such as: Switching between portrait and landscape 
orientation, moving to the next song with a tapping gesture, tapping your clothes when the device is in your 
pocket, and using anti-shake shooting and optical image stabilization. 

A. Indoor Navigation 
Acceleration is the rate of change of velocity. 

𝑎 =
𝑑𝑣

𝑑𝑡
=

𝑑2𝑥

𝑑𝑡2
 

 
Researchers can obtain information in the form of velocity and distance data from the acceleration 

output by utilizing single or double integration. By adding measurements to the gyroscope, researchers can 
then use specialized techniques to detect the object-oriented position or location relative to a known starting 
point. Such information is used for indoor navigation without external references or GPS signals (Figure 
9). 

 
Figure 9. Navigation sensor gyro in phone 

B. Optical Image Stabilization 

In fact, the human hand vibrates at a very low frequency in the range of 10 Hz to 20 Hz. When taking 

photos with a smartphone or camera, jitter occurs which makes the image blurry as the focus of the 

camera decreases. Features such as optical zoom increase the susceptibility value which exacerbates this 

problem, resulting in blurry and unclear images. If using an SVGA camera with a resolution specification 

of 800 x 600 pixels plus a field of view of 45 degrees, taking into account a sensor with a horizontal 

deviation of 0.08 degrees. 45/800 = 0.056 degrees, which is equivalent to a blur of 1.42 pixels. As the 

camera resolution increases, the blur covers more pixels and the image becomes more distorted. 

 
Figure 10. Image Blurring is removed using optical image stabilization 

Gyroscope-based optical image stabilization with correction software (Figure 10) corrects image 

blur by sending the measurement data of a mechanical gyroscope to a microcontroller and a linear motor 

to drive the image sensor. 

C. Gesture-Based Control 
In everyday life the use of MEMS accelerometer sensors for motion-based control is commonly found 

in wireless mice, or wheelchair directional controls, or gyroscopes on Wii® consoles. Other examples 
include smart devices that use motion to control a cursor on a TV, or “virtual” knobs, or even motion 
commands to control external devices with handheld wireless sensor units. 

 

(5) 
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4. CONCLUSION  
After the above explanation, it can be concluded that MEMS accelerometer and gyroscope sensors 

are utilized for various applications in shipping, aerospace, industrial robotics, and automobiles. However, 
their application versatility has now spread to become an auxiliary component in smart phones where MEMs 
provide users with new ways to interact with gestures and signals with smart devices. Understanding MEMS 
behavior and the characteristics of accelerometers or gyroscopes allows designers to design more efficient 
and low-cost products for high-volume applications. These MEMS devices also enable humans to create new 
applications that profoundly change how users' movements, gestures, and movements impact the way 
humans live. 

A comparative analysis reveals that the prototype electrochemical seismic sensor can deliver 
performance comparable to established seismometers while exhibiting a lower power spectrum in response 
to random environmental vibrations. This finding underscores the potential of electrochemical sensors to 
serve as a viable alternative in seismic monitoring applications, especially in settings where power efficiency 
and cost-effectiveness are critical. 

The advancements seen in the prototype electrochemical seismic sensors suggest promising 
implications for the development of MEMS-based seismometers. With their notable performance, simple 
structure, and low fabrication costs, these sensors could pave the way for widespread deployment in various 
geological and environmental monitoring scenarios. Future research should focus on optimizing the 
electrochemical materials used and exploring integration with existing monitoring systems to enhance 
overall seismic response capabilities 
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Aquaculture plays a vital role in addressing global seafood demands and 

ensuring food security, particularly in tropical regions like the Sunda Strait, 

Indonesia. However, aquaculture success depends on key environmental 

parameters, including sea surface temperature (SST), salinity, ocean heat 

content, and thermocline depth, which exhibit complex spatiotemporal 

variability. This study applies a Long Short-Term Memory (LSTM) model to 

predict aquaculture suitability by analyzing five critical oceanographic 

parameters: depth of the 26°C isotherm (so26chgt), ocean heat content 

(sohtc300), mixed layer depth (somxl010), sea surface salinity (sosaline), and 

sea surface temperature (sosstsst). Using the ORAS5 dataset spanning January 

2015 to March 2025, the model achieved high accuracy, with R² scores 

exceeding 0.89 for all parameters. Spatial prediction maps for November 2024 

to March 2025 were generated, highlighting regions with optimal 

environmental conditions for aquaculture. Results indicate that SST and 

salinity are the most influential factors affecting aquaculture quality, with 

favorable conditions predominantly observed from December to May. The 

findings underscore the potential of deep learning models in supporting 

sustainable aquaculture management through accurate environmental 

forecasting. 
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1. INTRODUCTION 

Aquaculture plays a critical role in addressing the growing demand for seafood while supporting food 

security and economic development worldwide [1]. The success of aquaculture operations depends on 

environmental parameters, such as sea surface temperature (SST), salinity, and ocean heat content, which 

directly influence aquatic life quality and fish farming yield [2]. Accurate prediction of these parameters is 

crucial for sustainable aquaculture management, especially in tropical and semi-enclosed water bodies like the 

Sunda Strait [3]. 

The Sunda Strait, situated between the islands of Java and Sumatra in Indonesia, is characterized by 

dynamic oceanographic processes influenced by monsoonal winds, tidal mixing, and water exchange between 

the Java Sea and the Indian Ocean [4]. These processes result in fluctuating oceanic conditions, including 

temperature variations, salinity gradients, and thermocline depth changes [5]. Identifying the optimal 

aquaculture environment requires a robust predictive model that can handle the nonlinear and temporal nature 

of oceanographic data. 

Long Short-Term Memory (LSTM), a type of Recurrent Neural Network (RNN), has demonstrated 

superior performance in time series prediction due to its ability to learn long-term dependencies and nonlinear 

relationships [6]. Recent studies have shown that LSTM models can effectively predict SST, salinity, and ocean 

heat content in complex marine environments [7]. However, the application of LSTM for aquaculture quality 

prediction in the Sunda Strait has not been extensively explored. 

https://journal.physan.org/index.php/jocpes/index
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This study aims to predict aquaculture quality in the Sunda Strait using LSTM by analyzing key 

environmental parameters, including: 

• Depth of the 26°C isotherm (so26chgt), an indicator of thermocline depth. 

• Ocean heat content for the upper 300 m (sohtc300), reflecting thermal energy storage. 

• Mixed layer depth (somxl010), a measure of surface layer mixing. 

• Sea surface salinity (sosaline), essential for fish osmoregulation. 

• Sea surface temperature (sosstsst), a key factor for fish metabolism and growth. 

Threshold values for these parameters, which define favorable aquaculture conditions, have been 

derived from previous studies [8][9][10][11][12]. The study uses data from the Copernicus Climate Data Store 

(CDS) ORAS5 dataset covering the period January 2015 to October 2024, and employs LSTM for model 

training and testing. 

 

2. RELATED WORKS 

Several studies have investigated the relationship between oceanographic parameters and aquaculture 

productivity using machine learning models. This section reviews related research focusing on environmental 

criteria for aquaculture and the application of LSTM in oceanic data prediction. 

A. Environment Criteria for Aquaculture 

Depth of the 26°C Isotherm (so26chgt): The depth of the 26°C isotherm is a critical indicator of the 

thermocline, which influences nutrient distribution and fish habitat. A depth range of 15–25 m has been 

identified as optimal for aquaculture in tropical regions [8][13]. Thermocline depth affects the vertical mixing 

of nutrients, which is essential for phytoplankton growth and the marine food web [14]. 

Ocean Heat Content (sohtc300): Ocean heat content within the upper 300 m layer is a measure of 

thermal energy storage and has a direct impact on aquaculture productivity. Previous studies have established 

a favorable range of 2.25–20 GJ/m² for tropical aquaculture systems [9] [15]. Higher heat content supports 

stable water temperatures, which are crucial for fish health [16]. 

Mixed Layer Depth (somxl010): Mixed layer depth determines the extent of water mixing and 

influences nutrient availability. A range of 25–50 m is considered optimal for aquaculture, as it ensures 

adequate oxygenation and stable water temperatures [9]. Excessive mixing can stress aquatic species, while 

insufficient mixing may result in oxygen depletion [17]. 

Sea Surface Salinity (sosaline): Salinity levels between 28–35 ppt are generally favorable for most 

aquaculture species [10][18]. Salinity fluctuations outside this range can impair fish osmoregulation and 

growth rates [20]. 

Sea Surface Temperature (sosstsst): SST is a critical factor for aquaculture, with an optimal range of 

28–30°C for tropical fish species [19]. Variations in SST influence fish metabolism, growth rates, and overall 

productivity [3]. 

B. Application of LSTM in Oceanographic Predictions 

LSTM has been widely applied in time series forecasting, including oceanographic and environmental 

data prediction. 

• Sea Surface Temperature Prediction: Zhou et al. demonstrated the effectiveness of LSTM in 

predicting SST variations in coastal regions with high accuracy compared to traditional statistical 

models. Similarly, Wang et al. [14] applied LSTM for SST forecasting in the South China Sea, 

achieving RMSE values below 0.5°C. 

• Salinity and Heat Content Prediction: Studies that employed LSTM to predict salinity and ocean heat 

content, showing that the model can capture complex temporal patterns and improve prediction 

accuracy. 

• Mixed Layer Depth Estimation: Applied LSTM to predict mixed layer depth, achieving significant 

improvements over classical regression models. 

Multi-parameter Prediction: Recently, multi-parameter oceanographic prediction using LSTM has 

gained attention. For example, Zhang et al. [14] combined SST, salinity, and thermocline depth data to predict 

aquaculture suitability, achieving 95% accuracy in tropical waters [20]. 

 

3. METHODOLOGY 

A. Study Area and Dataset 

The study area is the Sunda Strait, located between Java and Sumatra in Indonesia. The region exhibits 

dynamic oceanographic processes, influenced by monsoonal winds, tidal mixing, and the exchange of water 

between the Java Sea and the Indian Ocean. 

• Geographical Coordinates: 
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o Latitude Range: -6.899° to -5.410° 
o Longitude Range: 104.376° to 107.013° 

The dataset used in this study was obtained from the Copernicus Climate Data Store (CDS), specifically 

the ORAS5 dataset. Data covers the period January 2015 to October 2024 with 118 monthly observations. 

The following key parameters were analyzed: 
1. so26chgt: Depth of 26°C isotherm (m) 
2. sohtc300: Ocean heat content in the upper 300 m (GJ/m²) 
3. somxl010: Mixed layer depth (m) 
4. sosaline: Sea surface salinity (ppt) 
5. sosstsst: Sea surface temperature (°C) 

B. Data Preprocessing 

1. Data Splitting 

The dataset was split into training and testing sets to ensure a robust evaluation: 

• Training Set: January 2015 – October 2022 (80%) 

• Testing Set: November 2022 – October 2024 (20%) 

2. Normalization 

All parameters were normalized to a range of [0, 1] using the Min-Max Scaling technique to accelerate 

the convergence of the LSTM model. 

𝑥𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 

3. Sliding Window Technique 

To account for the sequential nature of time series data, a 12-month sliding window was applied. Each 

window used 12 months of past data to predict future aquaculture suitability. 

C. Aquaculture Suitability Criteria 

Aquaculture suitability was determined based on thresholds identified in previous studies: 

Table 1. Aquaculture Suitability Criteria 

Aquaculture Suitability Criteria 

Parameter Optimal Range 

Depth of 26°C isotherm (m) 15–25 

Ocean heat content (GJ/m²) 2.25–20 

Mixed layer depth (m) 25–50 

Sea surface salinity (ppt) 28–35 

Sea surface temperature (°C) 28–30 

 

D. LSTM Model Implementation 

The Long Short-Term Memory (LSTM) model was implemented using Python with the TensorFlow 

library. The architecture of the model is as follows: 

• Input Layer: Five features 
o so26chgt, sohtc300, somxl010, sosaline, sosstsst 

• Hidden Layers: 
o LSTM Layer: 64 units with ReLU activation 
o Dropout Layer: 20% dropout to prevent overfitting 
o Dense Layer: 32 units 

• Output Layer: Predicted parameter values 

• Optimizer: Adam optimizer 

• Evaluation Metrics: 
o R² score 

E. Model Training 

• Epochs: 100 

• Batch Size: 16 

• Monitoring: Training and validation loss were tracked to ensure the model generalized well without 
overfitting. 

The LSTM model was trained using the training dataset (January 2015 – October 2022) and evaluated 
on the testing dataset (November 2022 – October 2024). 
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F. Model Performance 

The model's performance was evaluated using RMSE and R² metrics for each parameter: 

Table 2. Model Performance 

Model Performance 
R² 

Parameter Actual Predicted 

Depth of 26°C isotherm (so26chgt) 6,589.181 6,716.592 0,89 

Ocean heat content (sohtc300) 2,511,414 2,267,061 0,91 

Mixed layer depth (somxl010) 31,347.898 23,834.266 0,89 

Sea surface salinity (sosaline) 3,382.103 3,387.919 0,90 

Sea surface temperature (sosstsst) 28,538.849 29,132.612 0,92 

The high R² scores (>0.89) indicate that the LSTM model successfully captured the temporal dynamics 
of the oceanographic parameters. 

G. Spatial Prediction Maps 

The spatial prediction maps for the months November 2024, December 2024, and January – March 

2025 were generated. These maps display regions that meet the optimal thresholds for aquaculture suitability: 

1) November 2024: 

o Majority of the Sunda Strait exhibited optimal conditions, especially in areas with stable salinity 

and SST. 

2) December 2024: 

o Aquaculture suitability expanded, coinciding with stable SST (28–30°C) and mixed layer depths. 

3) January – March 2025: 

o Optimal conditions were observed in specific pockets, particularly during calmer monsoonal 

influences. 
These maps provide a clear visualization of regions classified as "Good for Aquaculture", helping 

stakeholders make informed management decisions. 
  

4. RESULT AND DISCUSSION 

A. Spatial Maps of Aquaculture Suitability 

Figures illustrate the spatial predictions for November 2024, December 2024, and January–March 

2025, with "Good for Aquaculture" zones highlighted. 

 

Fig. 1. Condition Map for Prediction, November 2024 
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Fig. 2. Condition Map for Prediction, December 2024 

 

Fig. 3. Condition Map for Prediction, January 2025 

 

 

Fig. 4. Condition Map for Prediction, February 2025 
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Fig. 5. Condition Map for Prediction, March 2025 

B. Discussion 

The results of this study demonstrate the effectiveness of the Long Short-Term Memory (LSTM) 

model in predicting key environmental parameters that influence aquaculture quality in the Sunda Strait. 

The model achieved strong performance across all evaluated parameters, with R² values exceeding 0.89, 

indicating its capability to capture the temporal dependencies and nonlinear relationships within the 

oceanographic data. 

1) Model Accuracy and Parameter Trends 

The predicted trends closely matched actual observations, particularly for sea surface temperature 

(SST) and salinity. These two parameters exhibited consistent temporal stability and were identified as 

the most critical factors for aquaculture suitability. SST values between 28–30°C and salinity levels of 

28–35 ppt are favorable for tropical fish species, supporting stable growth and metabolism. The LSTM 

model successfully captured fluctuations during the monsoon seasons, which are characterized by 

changes in the mixed layer depth and thermocline depth. 

2) Spatial Prediction Maps 

The spatial maps generated for November 2024 to March 2025 provide actionable insights for 

aquaculture planning. Optimal conditions were primarily observed during December to February, when 

SST and salinity remained within favorable ranges, particularly in the central and southern portions of 

the Sunda Strait. In contrast, anomalies in mixed layer depth and ocean heat content during transitional 

months (March) suggest potential challenges for aquaculture productivity. These findings align with 

previous studies emphasizing the influence of seasonal oceanographic processes, such as tidal mixing 

and monsoonal winds, on aquaculture environments. 

3) Implications for Aquaculture Management 

The study highlights the importance of incorporating advanced machine learning models like LSTM 

for aquaculture suitability forecasting. The accurate predictions and spatial visualizations can assist 

stakeholders in identifying regions with stable environmental conditions, optimizing farm locations, and 

mitigating risks associated with seasonal variability. Furthermore, the findings can inform real-time 

monitoring systems and adaptive management strategies to support sustainable aquaculture practices. 

4) Limitations and Future Work 

While the LSTM model performed well, certain discrepancies were observed in predicting mixed 

layer depth and ocean heat content, particularly during monsoon transitions. Future studies could 

integrate real-time remote sensing data and consider additional factors, such as chlorophyll concentration 

and dissolved oxygen levels, to enhance prediction accuracy. Expanding the model to other aquaculture 

zones and incorporating climate change scenarios would further improve its applicability and robustness 

 

5. CONCLUSION  
This study applied a Long Short-Term Memory (LSTM) model to predict aquaculture suitability in 

the Sunda Strait region by analyzing five key oceanographic parameters: depth of the 26°C isotherm, ocean 
heat content, mixed layer depth, sea surface salinity, and sea surface temperature. The model demonstrated 
high predictive accuracy, with R² values exceeding 0.89 for all parameters. Spatial prediction maps for 
November 2024 to March 2025 identified regions with optimal aquaculture conditions, with favorable 
conditions occurring primarily from December to February. Sea surface temperature (SST) and salinity were 
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found to be the most influential factors affecting aquaculture suitability, highlighting their significance in 
aquaculture management. These findings offer valuable insights for sustainable aquaculture planning and 
emphasize the potential of deep learning models in forecasting complex oceanographic processes. Future 
work will focus on integrating real-time data, expanding the model to other regions, and incorporating 
additional environmental parameters to improve prediction capabilities. 
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